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There are few areas in political science where scholarly knowledge has made greater 
progress in the past two generations than the field of political behavior. From Aristotle's 
time until the 1950s, the description and explanation of public opinion was based on the 
impressions of political “experts.” We could not systematically study what citizens actual
ly believed, how they acted, or why they voted for one party rather than another.

The advent of systematic, scientific public opinion surveys dramatically changed our 
knowledge of the average citizen. We see this advance in contemporary politics. Where 
once politicians guessed what the public favored, they can now monitor public policy 
preferences through a plethora of public opinion surveys. Campaigns were once idiosyn
cratic processes, with campaign managers acting with limited information. Now, there is 
a sophisticated knowledge of how voters think and act. One suspects that a campaign 
from the 1950s would not be able to compete with a modern campaign that has the bene
fit of this knowledge. Our understanding of political participation and political attitudes is 
similarly enriched.

This Handbook documents our current knowledge about citizen attitudes and actions that 
resulted from this behavioral revolution. Moreover, the revolution is continuing. Initially, 
surveys of public opinion were limited to only a few, affluent democracies. In the past 
decade, research has expanded to a near global scale. We are now able to compare how 
citizens in Berlin compare to those in Benin, how voting in San Francisco compares to 
voting in San Salvador.

The goal of this Handbook is to introduce the reader to the key concepts in our field, the 
empirical evidence that scholars have collected, and the remaining research questions 
that still face us. We have organized sections to reflect the major themes in the field, and 
invited the leading scholars in each area to summarize the research literature. In addi
tion, for each section we asked a leading figure to write a final chapter in the section that 
discusses the broad topics and remaining research questions in the field. We want to 
thank all of the authors for their exceptional contributions to this volume. We learned a 
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great deal about the state of political behavior research, and we trust the reader will also 
learn a great deal from this collection.

In a project this large, we also have accumulated a list of people who supported this ef
fort. Robert Goodin collaborated with Hans‐Dieter Klingemann on the New Handbook of 
Political Science that planted the seed for this series, and Goodin oversaw the expanded 
Handbook series. We appreciate Bob's advice and support. Dominic Byatt at Oxford Uni
versity Press championed this Handbook series and has (p. viii) been an ideal editor and 
supporter. The Center for the Study of Democracy at the University of California, Irvine, 
and the Wissenschaftszentrum Berlin für Sozialforschung generously provided support 
for the completion of this project. Liz Schiller helped us prepare the manuscript for sub
mission, a major undertaking for a book of this size. Tanya Dean at Oxford University 
Press expertly guided the Handbook through the production process.

A successful research program answers significant research questions, and inevitably 
generates new questions. We think the reader will see both traits in the collection of polit
ical behavior articles that follows.

Russell J. Dalton & Hans‐Dieter Klingemann

Irvine & Berlin
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Abstract and Keywords

This article examines the debates on political behaviour that are most visible in scholarly 
literature. These debates can be found throughout this book. The debates on mass belief 
systems and communication are first examined, followed by modernization and democra
tization of political culture. Political participation and the importance of public opinion 
are also considered.

Keywords: political behaviour, mass belief systems, communication, modernization, democratization, political cul
ture, political participation, public opinion

ONE might claim that the wellspring of politics flows from the attitudes and behaviors of 
the ordinary citizen, and that the institutions of a democratic political process should be 
structured to respond to the citizenry. This claim has stimulated debates about the abili
ties of the public and the quality of citizen participation that began with Aristotle and 
Socrates and continue in the pages of contemporary political science journals.

The continuation of these debates over centuries might suggest that research has made 
little progress in addressing these questions. We will argue, however, that in the past gen
eration the field of comparative political behavior has made tremendous progress in de
scribing the attitudes and behavior of publics, and the citizens' role within the political 
process. We summarize the current debates in six areas of political behavior: the sophisti
cation of mass publics, modernization processes, political values, voting choice, political 
participation, and representation.

The expanding collection of public opinion data is one of the major accomplishments in 
comparative political behavior over the past several decades (see Kittilson chapter; 
Heath, Fisher, and Smith 2005). The Civic Culture (Almond and Verba 1963) marked a 
dramatic step forward in comparative research by studying the publics in five nations; for 
a considerable period such cross‐national studies remained quite rare. Today, in addition 
to ad hoc comparative surveys, several institutionalized or (p. 4) semi‐institutionalized 
cross‐national surveys are repeated regularly, some with a near‐global scope. The Euro
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pean Commission sponsors the Eurobarometer surveys in the member states of the Euro
pean Union. A New Europe Barometer, Latinobarometer, Afrobarometer, East Asian 
Barometer, and Asiabarometer survey citizens in these regions. Separate research con
sortiums regularly conduct the European Values Study (EVS), the International Social 
Survey Program (ISSP), the European Social Survey (ESS), and the Comparative Study of 
Electoral Systems (CSES). The largest number of nations is included in the World Values 
Surveys (WVS), conducted in four waves since 1981 with a fifth wave launched in 2005–7. 
In short, over the past few decades comparative political behavior has become a very “da
ta‐rich” field of research.

A second theme is the transformation of political behavior that has occurred simultane
ously with the rapid expansion of empirical knowledge. Political behavior in advanced in
dustrial democracies has shifted in fundamental ways during the latter half of the twenti
eth century. A dramatic process of social and political modernization has also trans
formed much of the developing world. The Third Wave of democratization has reformed 
the political systems and the citizenry in the new democracies of central and eastern Eu
rope, Asia, Africa, and Latin America.

These new developments provide distinctive opportunities to test old theories, expand the 
boundaries of knowledge, and develop new theories. We normally observe political sys
tems in a state of equilibrium, when stability and incremental change dominate our find
ings. Now we can examine questions of political change and adaptation that often go to 
the heart of theoretical interests, but which we could seldom observe directly in earlier 
times.

This essay summarizes some of the debates that are currently most visible in the scholar
ly literature and which preoccupy many of the articles in this Handbook.

1 Mass Belief Systems and Communication
One of the enduring debates of political behavior research involves basic questions about 
the public's political abilities—the public's level of knowledge, understanding, and inter
est in political matters. For voters to make meaningful decisions, they must understand 
the options the polity faces. Citizens must have a sufficient knowledge of the workings of 
the political system if they intend to influence and control the actions of their representa
tives. Almond and Verba (1963), for example, considered cognition important in defining a 
political culture, and Dahl (1989, 307–08) stressed the quality of the political debate as a 
precondition to arrive at what he has called “enlightened understanding.”

(p. 5)

Debates about the political abilities of the public remain one of the major controversies in 
political behavior research as discussed in several of this volume's chapters. The early 
empirical surveys found that the public's political sophistication fell short of theoretical 
ideal (Campbell et al. 1960; Converse 1964; Butler and Stokes 1969). For most citizens, 
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political interest and involvement barely seemed to extend beyond casting an occasional 
vote in national elections. Furthermore, people apparently brought very little understand
ing to their participation in politics. It was not clear that voting decisions were based on 
rational evaluations of candidates, parties, and their issue positions.

This image of the uninformed and unsophisticated voter began to reshape the view of the 
citizenry and democratic politics. Some experts argued that if the bulk of the public is un
sophisticated, it is better for democracy that people remain politically uninvolved. And if 
this was beneficial to democracy, other scholars were anxious to argue the pitfalls of too 
excessive political mobilization and the benefits of political order in less developed na
tions (Huntington 1968).

This debate has continued until the present, as summarized in the chapter by Kuklinski 
and Peyton. A revisionist approach argues that contemporary publics have greater politi
cal sophistication than early research presumed, because either measurement was flawed 
or sophistication has increased as a consequence of social modernization. Other re
searchers argued that the sophistication of voters is significantly affected by the political 
environment, and the initial studies of the American public in the quiet 1950s discounted 
the public's engagement. This contextual explanation of political sophistication was fur
ther supported by cross‐national studies indicating that sophistication varies sharply 
across nations, with the relatively non‐ideological American system displaying one of the 
least ideological publics (Klingemann 1979; Stacy and Segura 1997). Moreover, research 
on information cues argues that the sophistication citizens need to come to a meaningful 
choice in politics are heavily overstated. Quite naturally, citizens economize their invest
ment in the information they need to come to meaningful decisions and most of them are 
able to optimize this investment in ways that keep democracies working (Lau and Red
lawsk 2006; Lupia and McCubbins 1998). People in western democracies now live in an 
information rich environment.

In contrast, other research claims that political information and engagement remains lim
ited in western democracies (Delli Carpini and Keeter 1991; Wattenberg 2006). Some 
scholars claim that the situation is actually deteriorating, and modernization atomizes 
and alienates citizens, and further disengages them from politics (Putnam 2000). Indeed, 
one recent book argues that people are disinterested in politics and just do not want to be 
bothered with the responsibilities of democratic citizenship (Hibbing and Theiss‐Morse 
2002).

In short, one school of research argues the glass is half empty, and going down—the op
posite school argues the glass is half full, and going up. This political science prestidigita
tion in action—to have both things happen at once—is often based on analyses of the 
same public opinion surveys. As many of the chapters in this volume demonstrate, the 
resolution of this question has fundamental implications for how (p. 6) we think about po
litical behavior and the citizens' role in the democratic process. For instance, if one thinks 
that the instruments of referenda and initiatives should be strictly limited or expanded, 
heavily depends on one's view of the citizens' civic competence (Kriesi 2005).
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In this introduction, we want to suggest a different way of thinking about this question. 
Previous research often reaches different conclusions because it asks different questions, 
and has different standards of evaluating available evidence. Rather than asking if voters 
meet the ideal expectations of democratic theorists, which has often been the implicit 
standard, it might be more productive to observe that people are regularly making politi
cal choices and ask how these choices are actually made. Bowler and Donovan (1998: 30 
f.) aptly put it this way: “Voters, to use an analogy, may know very little about the work
ings of the internal combustion engine, but they do know how to drive. And while we 
might say that early voting studies focused on voter ignorance of the engine, the newer 
studies pay more attention to the ability to drive.” Thus, many of the chapters in this vol
ume (such as Mutz, Huckfeldt, and Sniderman and Levendusky) ask the pragmatic ques
tion of how people make life decisions—including who to vote for in the next election or in 
a referendum. The answer is often that they use information shortcuts, cues, emotions, 
heuristics and other methods to reach reasonable choices, and reasonable choices when 
structured by institutions and cumulated across the electorate lead to democratic choice 

(Surowiecki 2004).

This continuing debate is a source of vitality in political behavior research, because it fo
cuses attention on the question of what democracy expects of its citizens and whether 
these expectations are met. In addition, this debate has reshaped our understanding of 
how people actually make their political choices (e.g. Popkin 1991; Zaller 1992; Lupia and 
McCubbins 1998). The lofty ideals of classic democratic theory presumed a rational deci
sion‐making process by a fully informed electorate. Even given more positive judgments 
about the political sophistication of contemporary electorates, most voters (and even 
some political scientists) still fall short of the standards of classic democratic theory. 
However, we now understand that this maximalist definition of the prerequisites for in
formed decision making is unnecessary. Instead, we should look at whether citizens can 
manage the complexities of politics and make reasonable decisions given their political 
interests and positions. Empirical research is emphasizing a satisficing approach to deci
sion making in which models ask what are the pragmatic ways that individuals actually 
make their political choices.

2 Modernization and Democratization
One of the most powerful social science concepts to emerge in political behavior research
—and one central to the study of citizen attitudes and behavior—is the concept of political 
culture. Almond and Verba's (1963) seminal study, The Civic (p. 7) Culture, contended that 
the institutions and patterns of action in a political system are closely linked to the politi
cal culture of the nation. The culture, in turn, is shaped by the historical, economic and 
social conditions of a nation. Cultural studies are especially important in the study of de
mocratization, as analysts try to identify the cultural requisites of democracy (Almond 
and Verba 1963; Eckstein 1966; Pye and Verba 1965).
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Despite the heuristic and interpretive power of the concept of political culture, there are 
recurring questions about the precision and predictive power of the concept (Laitin 1995).
Kaase (1983), for instance, said that measuring political culture is like “trying to nail jello 
to the wall.” That is, the concept lacked precision and often became a subjective, stereo
typic description of a nation rather than an empirically measurable concept. Some ana
lysts saw political culture in virtually every feature of political life, others viewed it mere
ly as a residual category that explained what remained unexplainable by other means. 
Even more problematic was the uneven evidence of culture's causal effect.

Several recent studies have prompted a renaissance of political culture research and the 
link between modernization and political behavior. Inglehart demonstrated the congru
ence between broad political attitudes and democratic stability for twenty‐two nations in 
the 1981 World Values Survey (Inglehart 1990). Putnam's (1993) study of regional govern
ments in Italy provided even more impressive testimony in support of cultural theory. Put
nam demonstrated that the cultural traditions of a region—roughly contrasting the coop
erative political style of the North to the more hierarchic tradition of the South—were a 
potent predictor of the performance of contemporary governments. These studies gener
ated counter findings, and a new research debate emerged (e.g. Inglehart 1997; Reisinger 
1995; Jackman and Miller 1996).

Moreover, the democratization wave of the 1990s focused attention on the nexus between 
modernization and political culture. To what extent did political change in central and 
eastern Europe arise from gradual changes in the political culture? More important politi
cally, to what extent can the prospects for democracy be judged by their public's support 
for democratic politics? Public opinion surveys probed Russian public opinion on this is
sue, finding surprisingly high levels of support for basic democratic principles in the for
mer Soviet Union (Miller, Reistinger, and Hesli 1993; Gibson, Duch, and Tedin 1992; Zim
merman 2002). Researchers mapped the political culture of other central and eastern Eu
ropean nations, examining the role of political culture in prompting the transitions and 
the consolidation of democracy (Rose, Haerpfer, and Mishler 1998; Rohrschneider 1999; 
Klingemann, Fuchs, and Zielonka 2006). Rather than the apathy or hostility that greeted 
democracy after transitions from right‐wing authoritarian states, the cultural legacy of 
communism in central and eastern Europe appears to be much different. Several of the 
chapters in this book map these differences and the research issues that still remain.

An equally rich series of studies is emerging for Asia, Africa, Latin America, and other de
veloping regions. Despite the potential effects of conservative Confucian traditions and 
the government's hesitant support for democracy in many nations, the cultural founda
tions of democracy also are well‐developed in many Asian societies (p. 8) (Dalton and 
Shin 2006). Perhaps the most exciting evidence comes from studies of the People's Re
public of China. Even in this hostile environment, there is surprising support for an array 
of democratic principles (Tang 2005; Shin in this volume). Similarly, the Afrobarometer 
studies provide the first systematic comparisons of public opinion on this continent, and 
the nature of political behavior in these developing nations (Bratton, Mattes, and Gyimah‐
Boadi 2004). The Latinobarometers examine the political culture across Latin America 
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(Lagos 1997). The breadth of support for democracy visible across a range of internation
al survey projects—even in less than hospitable environments—is a surprising finding 
from this new wave of research, and suggests that the aspirations for freedom, equality, 
and democratic rights is a common human value. One might question whether these opin
ions are sufficiently ingrained to constitute an enduring political culture in many develop
ing nations, but even abstract endorsements of democratic norms are a positive sign 
about the prospects for democratic reform (van Beek 2005).

This research has also stimulated new debates on the broad course of human develop
ment. On the one hand, new versions of the social modernization thesis suggest a com
mon pattern of social and political change as nations develop economically. This is most 
clearly seen in the chapters by Inglehart and Welzel in this volume and their joint book 

(Inglehart and Welzel 2005). On the other hand, others claim that historical experiences 
and national traditions produce different patterns of cultural development and distinct 
cultural regions—which may produce new sources of regional conflict (see Inogouchi in 
this volume). While this debate is ongoing, its very existence illustrates how the broaden
ing of systematic opinion research to developing nations has renewed old debates about 
the courses and consequences of political culture.

As questions about political culture have grown in relevance for the democratizing na
tions, important cultural changes have also emerged within the advanced industrial 
democracies. Inglehart's (1977, 1990) thesis of postmaterial value change maintains that 
the socioeconomic forces transforming western industrial societies are creating a new 
phase of human development. As affluent democracies have addressed many of the tradi
tional “material” social goals, such as economic well‐being and security, other political 
values are increasing attention toward new “postmaterial” goals of self‐expression, per
sonal freedom, social equality, self‐fulfillment, and improving the quality of life. 
Inglehart's postmaterial thesis has gained considerable attention because of its potential
ly broad relevance to the politics of advanced industrial societies, although this thesis has 
also generated much scholarly debate (van Deth and Scarborough 1995).

Other studies examine whether a key element of a democratic political culture is chang
ing in advanced industrial democracies: citizen orientations toward government. Almond 
and Verba (1963) maintained that democracy was based on a supportive public that en
dorsed a democratic system even in times of tumult. In the United States and many west 
European democracies, however, citizens are now less trustful of politicians, political par
ties and democratic institutions (Dalton 2004; Pharr and Putnam 2000; Norris 1999; Nye, 
Zelikow, and King 1997). When coupled with evidence of changing orientations toward 
partisan politics and changing (p. 9) patterns of political participation (see below), this 
suggests that the ideals of a democratic political culture are changing among western 
publics.

In summary, the study of modernization and democratization illustrates the two themes of 
this book. First, research has made great progress in developing the empirical evidence 
that describes the political values for most nations in the world. Where once scientific 
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empirical evidence of citizen orientations was quite thin and primarily limited to the large 
western democracies, we now have rich evidence of how citizens think and act across 
nearly the entire globe. The growing empirical evidence has also reinforced the impor
tance of key theoretical concepts that were developed during the early behavioral revolu
tion. For example, Eckstein's (1966) concept of cultural congruence has provided a valu
able framework for examining the interaction between citizen values and political 
processes. We now have a much richer and sounder theoretical and empirical knowledge 
about what are the significant attributes of a political culture (Fuchs in this volume).

Second, as the empirical evidence has grown, it is also apparent that we are living 
through a period of substantial political change—in both the advanced industrial democ
racies and the developing nations. This pattern presents several challenges for re
searchers. Normally, political institutions and the basic principles of a regime are con
stant; thus it is difficult to study the interaction between institutional and cultural 
change. However, the recent shifts in regime form in many nations create new opportuni
ties to study the relationship between culture and institutional choices—and how congru
ence is established. Changing political norms enable us to study political culture as a dy
namic process. Attempts to test theories of cultural change or theories on the non‐politi
cal origins of political culture are fertile research fields during this unusual period of po
litical change.

Finally, the democratization process and changing democratic expectations in the West 
raise other questions. There is not just one “civic culture” that is congruent with the 
working of a democratic system. Experience suggests that there are a variety of democra
tic cultures, as well as ways to define culture, that require mapping and further study. 
Just as the institutionalists have drawn our attention to the variations in the structure of 
the democratic politics and the implications of these differences (Rhodes, Binder and 
Rockman 2006), we need to develop a comparable understanding of how citizen norms 
can create and sustain alternative democratic forms (Fuchs and Klingemann 2002).

3 Debates on Political Behavior
One of the central roles of citizens in democracies and other political systems is to make 
decisions about political matters. In democracies, this involves decisions about which par
ties or candidates to support in an election, as well as decisions about (p. 10) which issue 
positions to hold, how to participate in politics, and so forth. In other political systems, 
the choices are different, but the task of making a choice remains. In an authoritarian 
system, the choice might be between making an openly affirmative statement to a govern
ment declaration, remaining silent about it or subtly or even openly criticizing it. In any 
case, citizens make choices when political issues are brought to their attention, whether 
in an autocratic or democratic system.

In democratic systems electoral choices are at the center of the political process. Thus, 
the study of electoral choice has quite naturally been a core theme in political behavior 
research, and past research has produced dramatic advances in our knowledge about 
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how voters reach their decisions. Early electoral research presumed that many voters 
were ill prepared to deal with the complexities of politics; thus voters relied on shortcuts
—such as group cues or affective partisan loyalties—to simplify political decision making 
and guide their individual behavior (Lazarsfeld, Berelson, and McPhee 1954; Campbell et 
al. 1960; Lipset and Rokkan 1967). This approach also stressed the underlying stability of 
party competition because people supposedly based their political decisions on enduring 
social cleavages, and stable party‐voter alignments were a focus of research.

During the 1980s, this model of stable cleavage‐based or partisanship‐based voting first 
came under challenge. Within a decade the dominant question changed from explaining 
the persistence of electoral politics to explaining electoral change (Dalton, Flanagan, and 
Beck 1984). Decreases in class and religious divisions were a first prominent indicator 
that electoral politics was changing. Franklin and his colleagues (1992) found that a set of 
social characteristics (including social class, education, income, religiosity, region, and 
gender) had a decreasing impact on partisan preferences in western democracies over 
time. Nieuwbeerta (1995) similarly found a general erosion of class voting across twenty 
democracies. Franklin concluded with the new “conventional wisdom” of comparative 
electoral research: “One thing that has by now become quite apparent is that almost all of 
the countries we have studied show a decline…in the ability of social cleavages to struc
ture individual voting choice” (Franklin et al. 1992: 385).

One of the major findings from the last generation of electoral research holds that social 
position no longer determines political positions as it did when social alignments were 
solidly frozen (see the chapters by Knutsen, and Esmer & Pettersson in this volume; cf. 
Evans 1999; Heath, Jowell, and Curtice 2001). In many western democracies, the declin
ing influence of group cleavages on electoral choice is paralleled by a weakening of affec
tive party attachment that was the basis of the Michigan model of electoral choice. In 
nearly all the advanced industrial democracies for which long‐term survey data are now 
available, partisan ties have weakened over the past generation (Dalton and Wattenberg 
2000). Similarly, there has been a decrease in party‐line voting and an increase in parti
san volatility, split‐ticket voting, and other phenomena showing that fewer citizens are 
voting according to a party line or group‐determined lines (Thomassen 2005).

The decline of long‐term predispositions based on social position or partisanship should 
shift the basis of electoral behavior research to short‐term factors, such as (p. 11) candi
date image and issue opinions (see chapters by Lewis‐Beck and Stegmaier, and Deegan‐
Krause). Thus, recent research is focusing on whether the new electoral order includes a 
shift toward candidate‐centered voting choice (McAllister in this volume; Wattenberg 
1991; Aarts, Blais, and Schmitt 2005). Furthermore, there are signs of a growing person
alization of political campaigns in western democracies: photo opportunities, personal
ized interviews, walkabouts, and televised candidate debates are becoming standard elec
toral fare.

The decline in long‐term influences on the vote also increases the potential for issue vot
ing (Franklin et al. 1992; Evans and Norris 1999; Dalton 2006). While there appears to be 
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a consensus that issue voting has become more important, there is less consensus on a 
theoretical framework for understanding the role of issues in contemporary political be
havior. A large part of the literature continues to work within the social‐psychological ap
proach, examining how specific issues affect party choice in specific elections, or how is
sue beliefs are formed. Other scholars focus on the systemic level, examining how aggre
gate electoral outcomes can be predicted by the issue stances of the parties. In a sense, 
this part of the research literature reminds us of the story of the blind men and the ele
phant: several different research groups are making progress in explaining their part of 
the pachyderm, but there is not a holistic vision of the role of issues for contemporary 
electoral choice.

For advanced industrial democracies, the increase in candidate and issue voting has an 
uncertain potential for the nature of the democratic electoral process. It is unclear 
whether these changes will improve or weaken the “quality” of the democratic process 
and the representation of the public's political interests. Public opinion is becoming more 
fluid and less predictable. This uncertainty forces parties and candidates to be more sen
sitive to public opinion, at least the opinions of those who vote. Motivated issue voters are 
more likely to have their voices heard, even if they are not accepted. Furthermore, the 
ability of politicians to have unmediated communications with voters can strengthen the 
link between politicians and the people. To some extent, the individualization of electoral 
choice revives earlier images of the informed voter that we once found in classic democ
ratic theory: if voters rely less on group cues, they base their choices more on their own 
judgment. Models of rational choice that seemed to rest on implausible assumptions in 
previous times have thus gained in credibility.

At the same time, there is a potential dark side to these new patterns in electoral politics. 
The rise of single‐issue politics handicaps a society's ability to deal with political issues 
that transcend specific interests and the negotiation of trade‐offs. In addition, elites who 
cater to issue publics can leave the electorally inactive disenfranchised. Too great an in
terest in a single issue, or too much emphasis on recent performance, can produce a nar
row definition of rationality that is as harmful to democracy as “frozen” social cleavages. 
In addition, direct unmediated contact between politicians and citizens opens the poten
tial for demagoguery and political extremism. Both extreme right‐wing and left‐wing po
litical movements probably benefit from this new political environment, at least in the 
short term. At the same time as the electorate is less stable on the basis of established 
party alignments, it is also more susceptible to potential media manipulation.

(p. 12)

In summary, comparative electoral studies have made major advances in our understand
ing of political behavior. This has in no way settled old debates. It has invigorated them. 
But they take place on a firmer base of evidence. This is another area in which research 
began with limited empirical evidence—national election studies were still quite rare in 
the 1960s and comparable cross‐national analyses were exceedingly rare. Today, this lit
erature on electoral behavior represents one of the largest fields of political behavior re
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search. Moreover, as the empirical evidence has accumulated, it has become more appar
ent that the nature of electoral behavior is changing in advanced industrial democracies. 
The current research challenge is to define the nature of the new electoral order that is 
emerging.

3.1 Electoral Choice in Emerging Democracies

There is an apparent similarity between the portrait of voting choice we have just de
scribed and the situation in emerging democracies in central and eastern Europe, Asia, 
Africa, and Latin America. Emerging party systems are unlikely to rest on stable group‐
based cleavages, especially when the democratic transition has occurred quite rapidly, as 
in central and eastern Europe. Thus, studies of new democracies in Latin America and 
central and eastern Europe emphasize the high level of electoral volatility and fluidity in 
these party systems (Berglund, Hellén, and Aarebrot 1998; Mainwaring 1999; Mainwar
ing and Zoco 2007). Similarly, new electorates are unlikely to have long‐term party at
tachments that might guide their behavior. Thus, with the exception of important socio‐
cultural cleavages, such as ethnicity, electoral choice in many new democracies may in
volve the same short‐term factors—candidate images and issue positions—that are em
phasized in the electoral politics of advanced industrial democracies (e.g. Colton 2000; 
Rose, White, and McAllister 1997; Barnes and Simon 1998; Tucker 2005; Deegan‐Krause 
in this volume ). Indeed, there is a seeming preoccupation with the issue of economic vot
ing in these transitional systems, and less attention to full models of electoral choice (for 
positive examples see Tworzecki 2003; Tucker 2002).

The new democratic systems of central and eastern Europe, Asia, Africa, and Latin Ameri
ca, for instance, face the task of developing a relatively stable and institutionalized basis 
of party competition. Without more structure, it is difficult for citizens to learn about the 
policy choices available to them, and translate this into meaningful electoral choices. 
Without more structure, it is difficult to ensure accountability in the democratic process. 
This situation presents the unique opportunity to study this process to examine how new 
party attachments take root, the relationships between social groups and parties form, 
party images develop, and citizens learn the process of representative democracy. Howev
er, the creation of party systems in the world of global television, greater knowledge 
about electoral politics (from the elite and public levels), and fundamentally different 
electorates are unlikely to follow the pattern of earlier democratization periods. Thus, a 
major question is whether new democracies will develop a system of liberal‐democratic 
responsible party government and electoral choice, and what are the consequences if 
they do not.

(p. 13)

To answer these questions will require a dynamic perspective on the processes of elec
toral change. It is frankly too soon to determine how political scientists will respond to 
these challenges. There has already been an impressive development to improve the em
pirical base of research in these new democracies—a development that took decades in 
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most of the western democracies. There are many encouraging signs and impressive em
pirical studies emanating from central and eastern Europe, Asia, Africa, and Latin Ameri
ca but the evolutionary process is still uncertain.

4 Political Participation
Democratic or not, all polities expect some public involvement in the political process, if 
only to obey political orders. Thus, one section of the Handbook focuses on political activ
ity. Democracy, however, expects more active involvement than a non‐democratic order 
because democracy is designed to aggregate public preferences into binding collective 
decisions. Necessarily this requires an active citizenry, because it is through interest ar
ticulation, information, and deliberation that public preferences can be identified, shaped 
and transformed into collective decisions that are considered as legitimate. Autocratic 
regimes also engage the public in the political process, although this primarily served as 
a means to indoctrinate the public to conform to decisions that elites have made. But 
even the control capacities of autocratic regimes are limited so that it has to somehow ad
dress what the citizenry wants and needs.

The major empirical advance in this field has documented the levels of participation 
across nations and highlighted distinctions between different modes of political action. 
Verba and his colleagues (Verba, Nie, and Kim 1978; Verba, Schlozman, and Brady 1995) 
demonstrated that various forms of action differ in their political implications, and in the 
factors that stimulate individuals to act. This was extended by others to include the 
growth of unconventional political action that occurred since the 1960s (Barnes, Kaase, 
et al. 1979; Jennings, van Deth, et al. 1990). This theoretical framework of participation 
modes is the common foundation of participation research.

Having identified the modes of action, researchers sought to explain patterns of participa
tion. This was once an area intensely debated by rationalist and social‐psychological theo
ries of political behavior. The rationalist approach framed decisions to participate in sim
ple cost‐benefit terms, best represented in Olson's (1965) Logic of Collective Action. The 
charm of parsimony made this an attractive theoretical approach, but this parsimony cre
ated oversimplifications, false research paradoxes and actually limited our understanding 
of citizen action. More productive is the social‐psychological model that stresses the influ
ence of personal resources, attitudes, and institutional structures in explaining patterns 
of action (e.g. Verba, Nie, and Kim 1978; Verba, Schlozman, and Brady 1995).

(p. 14)

For the past several years, the most intense debate has focused on whether the level of 
political participation is systematically changing in western democracies. As supporting 
evidence, the longstanding “paradox of participation” has noted that turnout in the Unit
ed States has decreased since the 1960s, even though educational levels and the afflu
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ence of the nation have dramatically increased (Brody 1978; Rosenstone and Hansen 
1993).

Putnam (2000) provocatively argued that declining turnout is part of a broader trend that 
has us “bowling alone.” Putnam claimed that social engagement is dropping in advanced 
industrial societies as a result of societal changes, such as changing labor patterns 
among women, rising television usage, urban sprawl, and the decline of traditional social 
institutions. These trends have supposedly led to a decline in social capital—the skills and 
values that facilitate democratic participation—and thereby to declines in the citizenry's 
participation in politics.

The study of social capital and the changes in the patterns of participation in contempo
rary democracies has been one of the most fertile areas of research for the past decade, 
as described in several chapters in this volume. On the one side is clear cross‐national ev
idence of declining turnout in advanced industrial democracies (Blais 2000; Wattenberg 
2002; Franklin 2004). Other measures of partisan activity, such as party membership, al
so show clear downward trends in most nations (Scarrow 2000). This might be seen as 
part of a more general downturn in civic engagement because church attendance, union 
membership, and the engagement in several types of traditional voluntary associations 
and collective activities are declining. On the other side is a growing body of evidence 
that new forms of civic and political action—such as contacting, direct action, contentious 
politics, self‐help groups, local initiatives, donations—are counterbalancing the decline in 
electoral participation and other traditional forms of civic engagement (Zukin et al. 2006; 
Pattie, Seyd, and Whiteley 2004; Cain, Dalton, and Scarrow 2003; Costa and Kahn 2001). 
In addition, social group membership and the formation of social capital seem to be in
creasing in many advanced industrial democracies, making the US an atypical case 

(Stolle in this volume; Putnam 2002). Moreover, modernization processes seem to change 
the ways in which people interact and engage in the public sphere, transforming the 
character of social capital instead of eliminating it altogether: loyalist forms of elite‐guid
ed engagement go down but spontaneous forms of self‐driven engagement go up (Norris 
2002; chapters by Rucht and Koopmans in this volume).

This controversy touches the very vitality of the democratic process, and the resolution of 
the controversy is as yet unclear. The evidence of decreasing group involvement of the 
old type and declining social capital of the traditional form is strongest for the United 
States, but this might not indicate a general erosion of civic engagement and social capi
tal. It might simply reflect a transformation of the ways in which citizens relate to each 
other and their communities. If one includes new forms of interaction and engagement, 
participation levels and the various methods of political action are generally expanding in 
most advanced industrial societies—even while participation in the traditional form of 
party membership and electoral (p. 15) politics is decreasing. New forms of engagement 
and participation expand political participation beyond the boundaries of what it was con
ventionally viewed to be. These tendencies reflect a great flexibility of democracies, al
lowing forms of participation to adapt to changing societal conditions. The new style of 
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citizen participation places more control over political activity in the hands of the citizen
ry as well as increasing public pressure on political elites.

However, the expanding repertoire of action also may raise potential problems. For exam
ple, the changing nature of political participation can increase inequalities in political in
volvement, which would bias the democratic process in ways that conflict with the ideal 
of “one (wo)man one vote” (Verba, Schlozman, and Brady 1995; Cain, Dalton, and Scar
row 2003; Parry, Moyser, and Day 1992). New forms of direct action are even more de
pendent on the skills and resources represented by social status, and thus may increase 
the participation gap between lower‐status groups and higher‐status individuals. These 
new forms of participation also create new challenges for aggregating diverse political 
demands into coherent government policy. Ironically, overall increases in political involve
ment may mask a growing social‐status bias in citizen participation and influence, which 
runs counter to democratic ideals.

The challenge for established democracies is to expand further the opportunities for citi
zens to participate in the political process and meaningfully structure the decisions af
fecting their lives. To meet this challenge means ensuring an equality of political rights 
and opportunities that will be even more difficult to guarantee with these new participa
tion forms. However, a socially biased use of expanded political opportunities should not 
blame the opportunities but should blame the policies that fail to alleviate the social bias, 
such as unequal access to education and other social benefits that influence the citizens' 
resources to participate in politics.

4.1 Participation in Emerging Democracies

The questions involving political participation are obviously different in emerging democ
racies and non‐democratic nations. In new democracies the challenge is to engage the cit
izenry in meaningful participation after years of ritualized engagement or actual prohibi
tions on participation. In some cases this experience is a mirror‐image of old democra
cies: in old democracies citizens are moving from conventional to unconventional politics, 
in new democracies citizens often toppled authoritarian regimes by revolutionary up
heavals and have now to learn the routines of conventional participation.

Election turnout was often fairly high in the immediate post‐transition elections in East
ern Europe, but has subsequently declined in most nations. Similarly, party activity has 
atrophied as democratic institutions have developed (Barnes and Simon 1998; van Biezen 
2003). And while there was a popular lore claiming that a robust underground civil soci
ety prompted the democratization trend in eastern Europe, post‐transition research finds 
that social engagement is now limited (p. 16)  (Howard 2003). Many east Europeans had 
engaged in unconventional politics during the democratic transitions of the late 1980s 
and early 1990s, but these forms of action diminished after the transition in a kind of 
“post‐honeymoon” effect (Inglehart and Catterberg 2003). Consequently, eastern Europe 
still faces the challenge of integrating citizens into democratic politics and nurturing an 
understanding of the democratic process.
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The challenges of citizen participation are, of course, even greater in non‐democratic na
tions. The advance of survey research has provided some unique insights into participa
tion patterns in these environments. Shi's study of political participation in Beijing 
(1997), for example, found that there was much more extensive public involvement than 
expected. Furthermore, political participation can occur in more varied forms in political 
systems where citizen input is not tolerated and encouraged through institutionalized 
channels (also see Jennings 1997). Similarly, Bratton and his colleagues (2004) find a sur
prisingly robust range of political activity across a set of African nations. If this occurs in 
these two settings, then we might expect a greater role for the citizen even in transitional 
political systems.

The desire to participate in the decisions affecting one's life is common across the globe, 
but political institutions can shape whether these desires are expressed and how (Ingle
hart and Welzel 2005). Possessing the skills and resources to be politically active is an 
equally important factor. Research is now identifying how these two forces combine to 
shape the patterns of citizen action.

5 Does Public Opinion Matter
Another section of this Handbook addresses the topic of the impact of public opinion on 
policy makers and governments—which is the ultimate question in the study of public 
opinion within a democracy. To what extent do the views of policy makers and the outputs 
of government policy reflect the preferences that the public itself prefers?

The indirect effect of public opinion in a democracy, mediated through representative in
stitutions, has created questions about the congruence of mass–elite outcomes, and the 
factors that affect this intermediation process. However, systematically studying this 
process has had a difficult research history, despite the theoretical and political impor
tance of the topic.

The first empirical study of representation was the famous Miller–Stokes study of repre
sentation in America (Miller and Stokes 1963). This model and research approach were 
soon expanded to a host of other advanced industrial democracies (Barnes 1977; Con
verse and Pierce 1986; Thomassen 1994). This research examined some of the most im
portant questions in research on democracy, but the findings (p. 17) were limited. The the
oretical model developed in the United States did not travel well to other democracies. In 
addition, the resources required to conduct parallel studies of the citizenry and political 
elites were exceptional. Thus, in the fifty years since the original Miller–Stokes study, 
their full research project has not been replicated in the United States.

Other studies in the United States have examined elements of the representation process; 
for instance, comparing the congruence between mass and elite opinions in the aggre
gate or the dynamics of mass opinion change (Erikson, McKuen, and Stimson 2002; Stim
son 2004). Researchers have also examined the congruence between public policy prefer
ences and the outcomes of government (Page and Shapiro 1992). Gradually, this research 
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has also spread to other western democracies, often adopted to national institutions or 
the structure of representation (Miller et al. 1999; Schmitt and Thomassen 1999). One im
portant branch of this approach compares programmatic profiles of political parties and 
political preferences of their followers. Most of the findings produced thus far seem to in
dicate that in terms of left–right orientations parties have not lost their capacity to repre
sent and mobilize citizen support for public policies (Klingemann et al. 1994; Budge et al. 
2001; Klingemann et al. 2006).

The contributions in this Handbook engage these important research questions. Wlezien 
and Soroka examine the congruence between mass policy preferences and the policy out
puts of government. Blondel and Müeller‐Rommel review the research on political elites, 
and their perspectives of mass politics, political representation, and their role within the 
democratic process. Weßels summarizes the collective findings of the series of represen
tation studies that have been conducted to date, and provides an insightful cross‐national 
comparison of how institutions shape the representation process. Stimson's chapter adds 
a broader view of what we have learned, and the research questions that remain.

In one sense, this represents one of the areas with the greatest theoretical and empirical 
potential to understand the functioning of the democratic process through the mass–elite 
relationship. But it also remains one of the most challenging areas to study and compare 
across nations. But gradually we are developing a better understanding of how the demo
cratic process actually functions, which yields a positive view of the vitality of the 
process.

6 Changing Publics: A Conclusion
We have just lived through what are arguably the most significant political events of our 
lifetimes: the collapse of the Soviet Empire and the global democratization wave of the 
1990s. As advanced industrial societies are evolving into a new form of democratic poli
tics, we are witnessing the initial development of democracy in a (p. 18) new set of na
tions. The democratization waves in central and eastern Europe, Asia, and Africa touch at 
the very core of many of our most basic questions about the nature of citizen politics and 
the working of the political process. Normally we study democratic systems that are 
roughly at equilibrium and speculate on how this equilibrium was created (or how it 
changes in minor ways). Moreover, during the earlier waves of democratic transition the 
tools of empirical social science were not available to study political behavior directly. 
The current democratization wave thus provides a virtually unique opportunity to address 
questions on identity formation, the creation of political cultures (and possibly how cul
tural inheritances are changed), the establishment of an initial calculus of voting, and the 
dynamic processes linking political norms and behavior. These questions represent some 
of the fundamental research issues of our time. The answers will not only explain what 
has occurred during this democratization wave, but may aid us in better understanding 
the basic principles of how citizens function within the political process. There has never 
been a richer opportunity to study the choices of citizens across regime forms and be
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tween old and new democracies. The conditions to arrive at a theory of how citizens come 
to political choices depending on different political settings, and how these choices affect 
the settings has never been better than today.

In each of these areas discussed in this chapter, research can be described in two terms. 
First, there has been a fundamental expansion of our empirical knowledge over the past 
generation of research. Until quite recently, a single national survey provided the basis 
for discussing the characteristics of citizen behavior; and such evidence was frequently 
limited to the larger advanced industrial democracies. Indeed, there were large parts of 
the world where our understanding of the citizenry, their attitudes, and behavior were 
based solely on the insights of political observers—which can be as fallible as the observ
er. Contemporary comparative research is now more likely to draw on cross‐national and 
cross‐temporal comparisons. Research has developed the foundations for the scientific 
study of the topic.

Second, we have noted the ironic development that our expanding empirical evidence has 
occurred during a time when many basic features of citizen attitudes and behaviors are 
changing in ways that make modeling citizen politics more complex. In part, these trends 
reflect the tremendous social and political changes that have occurred in the world dur
ing the past generation. Modernization has transformed living conditions throughout the 
world, altered the skills and values of contemporary publics, and offered new technologi
cal advances that change the relationship between citizens and elites. Perhaps, this is the 
most interesting object worthy of study. For never before in history has the interaction be
tween elites and people been shifted so much to the side of the people.

The global wave of democratization in the 1990s has dramatically increased the role of 
the citizenry in many of the new democracies in central and eastern Europe, Asia, Latin 
America, and Africa. This latter development makes our task as scholars of the citizen 
more relevant than ever before, but also more difficult. Even as our research skills and 
empirical evidence have expanded, the phenomena we study have been evolving—some
thing that physicists and chemists do not have to deal with. (p. 19) These changes pro
duce uncertainty about what new styles of political decision making, or what new forms 
of political participation are developing. In addition, the nature of citizen politics is be
coming more complex—or through our research we are now realizing that greater com
plexity exists. This produces a real irony: even though we have greater scientific knowl
edge, our ability to predict and explain political behavior may actually be decreasing in 
some areas. For instance, we know much more about electoral behavior than we did in 
the 1950s, but simple socio‐demographic models that were successful in predicting elec
toral behavior in the 1960s are much less potent in explaining contemporary voting be
havior. So we have gained greater certainty about the uncertainty of voter decisions.

Finally, if we step back from the individual chapters and their findings, we see broad out
lines of what we think are some of the most productive areas for future research. Several 
aspects of research design offer exciting potential for the future. For instance, most stud
ies are derived from random surveys of individuals. This design focuses our attention on 
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individuals as autonomous political actors and theories emphasizing the individualization 
of politics. However, people exist in a social, economic, and political context that also in
fluences their political behavior. For example, limited political knowledge can be over
come by asking spouses, friends, or neighbors (Huckfeldt in this volume; Gunther, Mon
tero, and Puhle 2006). Even more important, characteristics of the political context can 
alter the processes shaping citizen attitudes and behavior, such as exposure to supportive 
or dissonant information (Huckfeldt et al. 2004; Mutz 2006). Equally exciting are new re
search opportunities to study how the institutional structure of a polity interacts with citi
zen behavior (e.g. Anderson et al. 2005). Thus, studying this complex of social and politi
cal interactions should yield new insights into how political behavior is shaped.

Another innovation is the introduction of experiments and quasi‐experiments to our re
search tools. For example, Sniderman's (Sniderman and Piazza 1993; Sniderman et al. 
2000) experiments in studying racial attitudes and prejudice illustrate how experiments 
and creative questionnaire design can provide unobtrusive measures of sensitive topics. 
Such experiments also partially address one of the weaknesses of cross‐section public 
opinion survey by providing leverage to study causality by manipulating choices present
ed to survey respondents, and analyzing how opinions change. This innovation has 
tremendous potential that should be utilized more in future research (Lau and Redlawsk 
2006).

An even more dramatic sign of the development of political behavior research is the in
creasing complexity of research designs. Once, a single national sample was the basis of 
extensive research because such evidence was still rare. However, as our knowledge has 
increased and our theories have become more complex, this calls for more complex re
search designs. Election studies, for instance, need to study individuals in context, includ
ing multiple and converging data collections: social context, media content, party actions, 
and other elements of the total process. Doing more of what we did in the past—more 
questions, more surveys, larger sample sizes—is not likely to generate the theoretical or 
empirical insights necessary to move the research (p. 20) field forward. Complex theories 
and complex processes require more complex research designs.

We also believe that research will engage a new set of theoretical issues as the field 
moves forward. It is more difficult to briefly outline the forefront for research, because 
theoretical questions are more diverse than the methodological innovations we have just 
outlined. However, several areas of potential inquiry stand out for their potential. While 
most research has focused on single nations, and typically western democracies, the glob
al expansion of research means that issues of social modernization and cross‐national de
velopment are likely to be especially fruitful areas of study. This is a case were we have 
been theory rich, and information poor—and now these theories will be tested, and un
doubtedly new models developed in their place. Similarly, past theorizing has focused on 
explaining systems and behavior in equilibrium. Theories of political change seem an es
pecially fruitful area for inquiry giving the dynamic nature of contemporary politics.
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Finally, one should not forget that because of the sheer number of countries for which 
survey data are available, we are for the first time in the situation to move to the aggre
gate level of analyses, conducting statistically significant tests of the basic assumption 
underlying all research into mass belief systems: that variation in these belief systems 
has a true impact on a society's level of democracy. Aggregate‐level analyses of the corre
lates of democracy was usually left to political economists who could more easily corre
late socioeconomic indicators to levels of democracy. But we can now test their models 
against political culture, examining if socioeconomic factors or features of political cul
ture have a stronger impact on democracy. As recent studies show (Inglehart and Welzel 
2005), features of political culture have as strong an impact on levels of democracy as so
cioeconomic factors.

The goal of this Handbook is to introduce the readers to the research we have accumulat
ed in each of these areas, and the research questions that remain. We came away from 
this project with tremendous respect for what has been achieved since the onset of mod
ern comparative research. At the same time, answering one question generates new ques
tions, and the essays in this Handbook are full of new areas for study that will deepen our 
knowledge in key areas of political behavior.
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Abstract and Keywords

This article discusses political socialization, focusing on the major turning points and de
velopments in the field. It addresses the issue of the bull and bear markets of political so
cialization research and looks at the recent renewed interest in the dynamics of socializa
tion. The role of the family as the main agent of socialization is examined as well. The ar
ticle includes a discussion on the relevant contextual features that attend the socializa
tion process. It concludes with several comments on a few missed opportunities to study 
the socialization processes and outcomes of pre-adults, as well as possible future fields of 
research.
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THE evolution and development of political socialization as a distinct area of scholarship 
has been recently chronicled and evaluated in several places, though not always under 
the formal name of political socialization (e.g. Renshon 2003; Sapiro 2004; Sears and 
Levy 2003). That being the case, I will move fairly quickly into what I see as major turn
ing points and recent developments. First, however, it is important to address the issue of 
the so‐called bull and bear markets of political socialization research. As shall be demon
strated, we have recently re‐entered the bull market.

It would be a mistake, though, to say that an interest in political socialization disappeared 
for any great length of time. True, only a few publications devoted explicitly to pre‐adults 
appeared between the mid‐1970s and the early 1990s. The concepts and findings from 
earlier research had, however, thoroughly penetrated the discipline of political science 
and had become embedded in a number of subfields, including public opinion, electoral 
behavior, political culture, and political movements. Some evidence along those lines 
comes from an examination of political science journal abstracts, which reveal a fairly 
steady mention of political socialization at an average rate of nearly twenty per year be
tween 1972 and 1996 (Sapiro 2004). In addition, there has been a very active research 
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committee on political socialization and education within the International Political 
Science Association for the past quarter‐century.

That said, there is no question that the pace of scholarly inquiries has increased since the 
early 1990s. Before turning to that resurgence, I will address the fact that very few in
quiries deal with children.

(p. 30) 1 The Loss of Childhood
Early work in the United States was based on collecting primary data from school‐age 
children (e.g. Easton and Dennis 1969, Greenstein 1965). These investigations empha
sized the content and progression of political learning over the childhood years. They also 
noted the positive and relatively benign processes and outcomes of political socialization. 
Strong inferences were drawn about the systemic consequences of such positive orienta
tions.

Ironically, however, these studies did not set the tone for future research in their focus on 
pre‐adolescents. Subsequent scholarship has only occasionally dealt with children. Out
croppings have appeared, such as a three‐wave study that did include pre‐teenagers and 
which demonstrated the remarkable impact of political campaigning on information and 
partisan crystallization and the important role played by media exposure (Sears and 
Valentino 1997; Valentino and Sears 1998). Even these reports, however, are based on da
ta collected in 1980–1.

Three reasons can be advanced for the virtual disappearance of childhood studies. First, 
political scientists are not very interested in children. As pithily overstated by Torney‐Pur
ta, “most psychologists have to be convinced that anything happening after age 12 makes 
a difference, whereas political scientists have to be convinced that anything happening 

before age 18 makes a difference” (Torney‐Purta 2005, 471, emphasis in the original). A 
second reason is that the cohorts represented by the children with such benign views of 
politics in mid‐century America were the very same ones that manifested dramatic dis
plays of social and political unrest and rebellion a decade later. Rightly or wrongly, some 
observers took this to mean that the socialization lessons of childhood could be easily un
done. Third, and relatedly, replications of the early studies in the wake of critical events 
in the United States, including the Watergate scandal of the early 1970s, revealed how 
quickly children could alter their views about politics (e.g. Dennis and Webster 1975).

Sapiro (2004) makes a spirited argument for a return to the study of childhood. She ar
gues that advances in development psychology have challenged the cognitive incompe
tence arguments, that social categorization and identity processes are now a more cen
tral part of our understanding about political socialization and are crucial building blocks 
for the child, and that emerging consensus on what constitutes political competencies 
provide normative guidelines for evaluating socialization outcomes for children. Never
theless, studies of children have been rare. Rather, attention has focused on adolescents, 
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young adults, and beyond. In what follows I take up several developments that have 
helped fuel a scholarly resurgence in political socialization research in recent years.

(p. 31) 2 The Impact of Real World Events
Just as the student protest movement in western countries in the 1960s and early 1970s 
ushered in a raft of studies highly relevant to the field,1 so too have external events in the 
1980s and 1990s fostered fresh research. Two secular developments have been pivotal.

2.1 Declining Civic Virtue in Western Democracies

One impetus consists of the apparent decline in social capital, civic virtue, and traditional 
political engagement said to characterize upcoming cohorts in many western societies. 
Prompted by such trends, a variety of institutions and researchers have turned to the 
question of the education and training of the young. Most of these projects deal with ado
lescents and young adults.

The research can be divided into three main areas, one of which is the formal curriculum. 
As a corrective to the early conclusion by Langton and Jennings (1968) regarding the inef
ficacy of exposure to civics courses in the United States, Niemi and Junn (1998) 
concluded that the impact was considerably more than trivial.2 Other research indicates 
that particular styles of teaching about government and politics are more effective than 
others (e.g. Andolina et al. 2003), findings also reported in an international study (Torney‐
Purta 2002). By their very nature, most such inquiries are short term panels or one‐time 
assessments, thus limiting a longer‐term evaluation.

A second line of research concerns the impact of participating in extracurricular and vol
untary associations during adolescence. Here the evidence is more convincing, partly due 
to the availability of better data. Cross‐sectional surveys (Andolina et al. 2003) short‐term 
panel studies (Campbell 2006; Smith 1999), long‐term panels (Stolle and Hooghe 2004; 
Jennings and Stoker 2004) and retrospective accounts (Verba, Schlozman, and Brady 
1995, 416–60) show the salutary consequences of student government and voluntary as
sociation membership on adult levels of civic engagement and political participation. Ado
lescents engaging in such activities seem to acquire skills and predispositions that yield 
returns, which may vary by time and site, as they wend their way through life.

Community service programs (usually at the secondary school level) that in various ways 
combine community outreach with classroom instruction constitute a third focus of re
search. The rationale for such programs is to develop participatory skills and an interest 
and concern about the general welfare. Such programs encompass a wide range by site, 
duration, and format, and some are much more politically charged than others. Early 
evaluations of such programs produced mixed results (p. 32) (Galston 2001), partly be
cause of weak study designs. More carefully designed recent studies are more promising. 
One such inquiry employed a quasi‐experimental approach and demonstrated that high 
school students who were required to serve but had initially been less inclined to do so 
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became more likely than others to contemplate future political engagement and also be
came more interested in politics and increased their understanding thereof (Metz and 
Youniss 2005). A large cross‐sectional study of American high schoolers revealed widely 
varying practices and that service appeared to increase their levels of political interest, 
knowledge, and skills but had little impact on political tolerance (Niemi, Hepburn, and 
Chapman 2000).

2.2 A Changing World Order

A second development consists of the Cold War winding down coupled with the emer
gence of transitional and new democracies around the globe. A changing world order has 
provided a natural laboratory for examining the processes and outcomes of political so
cialization. Perhaps equally important from a research standpoint, the opening up of 
these societies has also made it politically and practically possible to undertake relevant 
research.

These events have often led to studies of efforts by the new regimes to instill in pre‐
adults, especially via the educational system, the norms of democracy and, in some in
stances, marketplace economics (Slomczynski and Shabad 1998). Well‐designed research 
in such disparate settings as post‐apartheid South Africa (Finkel and Ernst 2005), post‐
Communist Poland (Slomczynski and Shabad 1998), democratizing Argentina (Mordu
chowicz et al. 1996), and recovering Bosnia and Herzegovina (Soule 2003) point toward 
the ability of a carefully constructed and seriously implemented civics curriculum to ele
vate levels of political comprehension and, somewhat less so, a variety of democratic val
ues. A survey of three established and four transitioning democracies revealed moderate 
to high rates of volunteer work, especially among females, although the impact of such 
work on feelings of civic commitment ranged from nil to substantial and varied according 
to gender (Flanagan et al. 1998).

A changing world order has also led to investigations of basic political norms and their 
correlates in a number of diverse settings. For example, Finchilescu and Dawes (1998)
portrayed the differential responses of adolescents to regime change in South Africa ac
cording to race/ethnicity, age, and location. A survey of high schoolers in Hungary, Bul
garia, and the Czech Republic revealed gender, age, and country differences in percep
tions of economic disparity and the value of individual initiative (Macek et al. 1998).

Although not necessarily associated with a changing world order, studies of the impact of 
particular and ongoing events have also made a mark. Included here are studies of 
Catholic and Protestant children in strife‐torn Northern Ireland (e.g. Whyte 1998). Israeli 
adolescent responses to the Rabin assassination and terror attacks revealed differences 
according to political orientation, gender, and to the (p. 33) events themselves (Raviv et 
al. 2000). An unusual project uncovered substantial links between stressful political life 
events and psychological distress among South African adolescents, regardless of race 
and also among Israeli and Palestinian youth (Slone, Kaminer, and Durrheim 2000). Using 
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intensive research methods, Coles (1986) paints poignant portraits of children trying to 
cope with stressful situations in a number of countries.

3 Renewed Interest in the Dynamics of Social
ization
As noted earlier the question of persistence seemed to bedevil the study of children, 
though surely in part because of the cognitive and experiential limitations of childhood. 
Partly in reaction to that quandary the focus of most socialization inquiries shifted to 
what happens in the adolescent and young adulthood years and to how that plays out 
over time. Such a shift rests to some degree on the platform of the impressionable years 
model of political learning, which posits considerable fluctuation in political orientations 
during the adolescent and young adult years, followed by a period of modest to strong 
crystallization, and then by relative stability from thereon.3 While the model thus postu
lates persistence and the possible emergence of Mannheim‐like generations and genera
tion units (Mannheim 1927), it by no means excludes the working of subsequent life cycle 
and widespread period effects.

Expanding and richer databases have helped promote the renewed interest in the dynam
ics of socialization. Panel studies that begin prior to adulthood and track people over an 
extended period of time are ideal for assessing these models and for tracing the continu
ities and discontinuities in political orientations. Such projects are inherently difficult. 
Two very long‐term American studies of small, select populations, most notably the Ben
nington College project that began in the 1930s (Alwin, Cohen, and Newcomb 1991), and 
the Terman gifted children project that began in the 1940s (Sears and Funk 1999) 
continue to be mined even as the participants fade from view. Both inquiries support the 
impressionable years model and reveal the kinds of orientations that are likely to persist 
and, equally significant, how they are applied in later life.

A third long‐term project in the United States with broader coverage is the four‐wave 
multi‐generation “student‐parent socialization project,” which has at its core a national 
sample of the 1965 class of high seniors. Results bearing on dynamics from this study 
support the formative years hypothesis and also help reveal how orientations acquired 
during those years have fed into the increasing degree of (p. 34) partisan polarization in 
the American public (Jennings and Stoker 2005). Other results from that project show the 
impact of early‐acquired civic norms on subsequent voting rates (Campbell 2006), the im
portance of social class stability in affecting political participation (Walsh, Jennings, and 
Stoker 2004), the durability of protesters as a generation unit (Jennings 2002), and how 
marriage can affect behaviors and attitudes brought into the marriage (Stoker and Jen
nings 1995, 2005).

Short‐term panel data sets are becoming more frequent, as noted in the earlier citation of
Smith (1999). Illustratively, as part of a survey of xenophobia among seventh to tenth 
graders in East and West Berlin, Boehnkje, Hagen, and Hefler (1998) found higher levels 
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in the later years and among East Berliners and those not in the university bound track. 
Another German study uncovered four different types of development in political orienta
tions over a seven‐year period (Krampen 2000). A survey of Dutch adolescents and young 
adults indicated that the relationship between moral reasoning and attitudes about politi
cal cultural issues increased with age and education (Raaijmakers, Verbogt, and Volle
bergh 1998). Working with American data based on two‐year panel periods Campbell 
(2006, ch. 6) demonstrated that volunteering while in high school predicts volunteering 
and voting turnout, though not more demanding political activities, in young adulthood.

Short and long‐term panel studies, while invaluable, will probably continue to be relative
ly infrequent. Another data source for capturing dynamic aspects of political socialization 
will, on the other hand, continue to expand. Replicated surveys of youthful samples, such 
as the Monitoring the Future project in the United States, will provide grist for the mill of 
replacement cohort analysis (e.g. Rahn and Transue 1998). Such studies obviously do not 
permit tracing out the long‐term pathways of cohorts, whereas replicated studies of adult 
cross‐section samples do. Although longitudinal data of this sort have been available for 
some time, the passage of time has resulted in an impressive collection data sets in many 
countries. Here I refer to such projects as ongoing national election studies, General So
cial Surveys, regional “barometer” surveys, and the World Values Surveys.

Extended longitudinal surveys permit such diverse projects as determining the cross‐na
tional generational basis of value change (e.g. Abramson and Inglehart 1995), identifying 
the lingering generational differences in appraisals of new and old regimes in post‐Soviet 
Russia (Mishler and Rose 2005) and East Germany (Finkel, Humphries, and Opp 2001), 
charting the gradual rather than abrupt changes prompted by cohort replacement in the 
Netherlands (van den Broek 1999), whether the American cohorts coming of age in the 
1960s constitute a distinctive political generation (Davis 2004), and the seeming unique
ness of America's long civic generation (Putnam 2000). Investigations of this sort implicit
ly or explicitly employ the impressionable years model of political socialization.

Although longitudinal data are optimal for observing possible generation (and other) ef
fects, the use of clever designs, novel instrumentation, and deep substantive knowledge 
as applied to one‐shot surveys can also be productive. Tessler, Konold, and Reif (2004), 
for example, capitalize on the discrete historical eras of Algeria to show the singularity of 
one era in shaping political views. Verba, (p. 35) Schlozman, and Burns (2005) demon
strate that African‐Americans coming of age during the civil rights movement recalled a 
more politically stimulating home environment than did other African‐Americans and also 
went on to record higher levels of political participation.

In a quite different vein, the possible persistence of orientations derived from the impres
sionable years has also been studied from the standpoint of collective memories. Adult 
survey respondents in a wide range of countries have been asked to recall and reflect up
on significant national events within the past half‐century. Their answers proved to reflect 
disproportionately the events that occurred during their adolescent to young adulthood 
years (e.g. Jennings and Zhang 2005; Schuman, Akiyama, and Knäuper 1998; Schuman 
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and Rodgers 2004; and Schuman, Vinitzky, and Vindour 2003). Thus long after the event 
itself, the imprint remains, a critical test of the impressionable years thesis.

4 A New Emphasis on Contextual Effects
From the outset the study of political socialization has been dominated by sample survey 
methodology, using either fixed or more flexible instrumentation. Partly because survey 
research has been the method of choice, research attention has typically focused on indi
viduals and their attributes as units of analysis. More recently there has been a decided 
turn toward building in the relevant contextual features that attend the socialization 
process. In doing so, socialization inquiries are joining a growing stream of political be
havior research.

4.1 Within‐country Studies

The theoretical and substantive importance of contextual features in the political social
ization process has been recognized from the outset of systematic study. Nevertheless, 
most of the early survey work devoted specifically to pre‐adults paid little attention to 
larger contextual effects. That situation is changing. Illustratively, Conover and Searing 
(2000) have engaged in intensive studies of a small number of vividly contrasting sec
ondary school communities in the United States (and Great Britain). Young adolescents 
constitute the focus of the analysis, but information about their context is generated by 
interviews with their parents, teachers, and community leaders, and ordinary citizens, 
and observational and aggregate level data, thus providing rich contextual information. 
Based on their American study, they concluded that civic engagement and civic education 
were more closely tied to the practice of citizenship in certain types of communities than 
others.

(p. 36)

Small‐scale studies such as the one just described provide an intimate, process‐oriented 
look at contextual effects, but are limited in terms of generalization. They also suffer from 
an inability to specify the effects of particular contextual levels over and above or inter
acting with individual characteristics of those being socialized. Political socialization in
quiries have recently begun to employ multi‐level models in an effort to specify and un
derstand the contribution of contextual features. Multi‐level modeling is often preferred 
with nested designs, frequently present in socialization studies, because the observations 
at different levels are not independent.

Two recent reports of adolescents in the United States exemplify the trend. Both move 
beyond using individual student and familial characteristics as determinants of socializa
tion outcomes by employing features of the communities and schools in which the stu
dents are “nested.” One study utilized census and electoral data to characterize the 
school catchment areas and hence the sociopolitical contexts in which the students lived 

(Gimpel, Lay, and Schuknecht 2003). Their results indicate that sociopolitical diversity el
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evated information holding and participation while homogeneous and uncompetitive envi
ronments dampened various indicators of civic engagement. Another conclusion is that 
the local partisan context has more impact on adolescents in the minority than those in 
the majority party (Gimpel and Lay 2005).

A second report, based on a variety of American cross‐sectional and panel surveys, tested 
two theories of voting motivation—to protect one's interests or to fulfill a sense of duty 

(Campbell 2006). Again, community and school contextual features are built into the 
analysis and treated in a multi‐level fashion. A major conclusion is that more homoge
neous secondary school environments appeared to foster anticipated and actual participa
tion based on a sense of civic duty whereas more heterogeneous contexts encouraged 
participation based on more instrumental goals.

As noted earlier, the accumulation of extended timed series survey data has encouraged 
the application of socialization perspectives to the longitudinal analysis of birth cohorts. 
An analytic problem here is that the passage of time is an aggregate, not individual‐level 
datum. In a strong sense, time constitutes a context and a different analytic level. That 
being so, it is argued that multi‐level models should be used rather than conventional 
multivariate approaches such as ordinary least squares regression.

In one of the first applications of this reasoning, Mishler and Rose (2005) analyze four
teen waves of the New Russia Barometer surveys conducted between 1992 and 2005. The 
impact of time (qua secular change or period effects), which was quite significant in their 
report, is clearly delineated by applying multi‐level modeling. They use this and other re
sults from the study to advance a thesis dubbed a lifetime learning model. This model 
represents a melding of cultural theory, which is heavily laced with pre‐adult socialization 
processes, and institutionalist theory, which argues for contemporaneous learning and 
adaptability by adults as they respond to changing circumstances. Given the ever‐expand
ing base of country‐specific longitudinal surveys, it seems very likely that time will be 
more formally treated as a context and that multi‐level models will be used in tracing out 
generation, life cycle, and historical effects as part of the larger political socialization 
project.

(p. 37) 4.2 Cross‐national Studies

By their very nature cross‐national investigations lend themselves to searching for con
textual effects with respect to political socialization. Indeed, the very concept of a civic 
culture in Almond and Verba's classic work (1963) was predicated in part on the existence 
of different socialization contexts across their five‐nation study. Until recently, such ef
forts have been confined to a small number of countries.

Perhaps the most systematic efforts to assess contextual effects in small N inquiries are 
the attempts to assess the impact of party systems on the transmission of partisanship 
and political ideology from parent to child.4 Working with parent–child pair data from a 
number of countries and responding in part to the earlier work by Converse and Dupeux 
(1962), Percheron and Jennings (1981) argued that some party systems facilitated the 
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transmission of a general left–right ideology in addition to or instead of attachment to 
particular parties. Subsequently, Westholm and Niemi (1992) amended this proposal by 
showing that there were both direct and indirect effects of parental partisanship and 

ideology and that these varied systematically with the nature of the party system. More 
recently, Ventura (2001) added an Israeli data set to the mix and made a case for the po
litical bloc as the subject of transmission in Israel, and Nieuwbeerta and Wittebrood 
(1995) noted the complications afforded by the presence of the strong and diverse Dutch 
multi‐party system. In all these instances, substantial knowledge about the context pro
vided by the party system helped in understanding the magnitude and nature of parent to 
child transmission.

As with the single country studies, more advanced statistical techniques for analyzing the 
impact of context are also beginning to emerge in cross‐national studies. Currently, the 
best prospects for comparative multi‐level modeling as applied to pre‐adults come from 
the IEA Civic Education Study, conducted under the auspices of the International Associa
tion for the Evaluation of Educational Achievement. This project consists of self‐adminis
tered questionnaire data, and auxiliary information about the schools and teachers, gath
ered from around 90,000 young adolescents in twenty‐eight countries and about 50,000 
somewhat older ones in twelve countries (Torney‐Purta et al. 2001). The clustering of stu
dent respondents by civic education classroom within each sampled school lends itself to 
multi‐level modeling at the classroom, school, and country level. Multi‐level analysis 
based on this project is just now beginning to appear.5

A more plentiful and growing source of data for large N assessments of contextual effects 
rests in the substantial number of longitudinal, cross‐national studies of adult popula
tions. As noted earlier, these replications are particularly, though not solely, important 
from a socialization perspective in terms of demonstrating cohort effects, whether these 
be due to compositional changes or to “experiential” processes of a Mannheimian sort. 
Depending upon the nesting properties of the research design, (p. 38) there may be one 
or more contextual levels. By now there are a sizeable number of such projects in various 
stages of longitudinality and containing varying amounts of comparable measures.

5 Revisiting the Role of the Family
From the earliest scholarly inquiries on through to the present time the role of the family 
as a prime agent of socialization has occupied an important place in the literature. By in
ference it was assumed that the family, mainly parents, played a predominant role given 
the child's early and prolonged exposure to the family on the one hand, and the relative 
degree of continuity observed in political cultures on the other hand. Such reasoning was 
predicated on the basis of social learning theories (direct modeling, cue giving, and rein
forcement processes within the family) or the impact of factors associated with various 
social and economic characteristics of the family—the social milieu pathway (Dalton 
1982).
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It was not until the advent of study designs that included independent information from 
both parents and children that more specific tests of propositions about the reproduction 
of parental political characteristics in their offspring could be conducted. As noted in the 
preceding section, many of these studies continue to focus on partisanship and ideology 
and have enriched our understanding of parental influence. In that respect social learn
ing in the form of the direct transmission model seems to work reasonably well and varies 
in rather predictable ways according to systemic characteristics. With respect to a num
ber of other orientations, the model often proved to be wanting in early studies (e.g. Aller
beck, Jennings, and Rosenmayr 1979; Jennings and Niemi 1968), and thereby generated 
some skepticism about direct parental influence. More nuanced assessments have demon
strated, however, that topic salience and perceptual accuracy enhance remarkably the 
likelihood of reproductive fidelity (e.g. Tedin 1974; Westholm 1999) and that taking mea
surement error into account also increases the similarity between parent and child (Dal
ton 1980). It also turns out that the transmission model tends to be generally more robust 
than a model using family social traits as predictors of offspring political traits (Glass, 
Bengston, and Dunham 1986; Jennings 1984; and US Department of Education 1999, 45–
56).

Two intriguing questions about parental influence require complex designs: how endur
ing is parental influence and are there differences in parental impact across generations? 
These questions have been addressed using the American long‐term, multi‐generation 
“student‐parent socialization project” initially based on a national sample of high school 
seniors and their parents (Jennings, Stoker, and Bowers 2005). As for the first question, 
parent–child correspondence is at its zenith before the child leaves home, drops substan
tially as the child moves through young adulthood, and (p. 39) levels off subsequently. One 
key factor affecting sustained parental impact is parental attitudinal stability on the polit
ical topic at hand; another factor is parental politicization level. As for the second ques
tion about intergenerational differences in parental influence, the answer is one of conti
nuity. Congruence between the erstwhile high school seniors and their offspring as of 
1997 closely matched that between the seniors and their parents in 1965, this being so 
despite vast changes in the social and political landscape over time.

Family influence continues to be assessed by introducing family socioeconomic and politi
cal characteristics into the analysis, most especially in the absence of direct measures of 
parental characteristics. Thus many of the civic engagement studies referenced above uti
lize family‐level estimates obtained from youthful respondents either as independent or 
control variables. The reliability of such respondent reports ranges widely, with more con
fidence being placed in reports about concrete, objective traits. As Tedin noted some time 
ago (1976), perceptions about all but the most potent of parental political attitudes are 
fraught with error.

Cross‐section studies of adults also continue to utilize reports about the family of origin 
as a way of understanding adult orientations. Illustratively, in one imaginative inquiry 

Miller and Sears (1986) demonstrated that the continuity of demographic features from 
the family of origin to one's adult years had a strong bearing on levels of social tolerance. 
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Addressing a traditional topic with a rich data set, Verba, Schlozman, and Burns (2005)
showed that more parental education increases the likelihood of later offspring political 
participation not only by providing a richer political environment in the home but also by 
enhancing the educational attainments of their offspring which are, in turn, related to 
participation.

6 Foregone Alternatives and New Opportunities
I close this chapter with a brief comment about what might have been and what might yet 
be. A missed opportunity concerns the large influx of immigrants into a number of coun
tries over the past few decades. Not only did this present a chance to study the socializa
tion processes and outcomes regarding pre‐adults, but it also represented a unique op
portunity to analyze the resocialization of adults. Some relevant work, often flying under 
the conceptual banner of integration and differentiation, has appeared (e.g. Cain, Kiewi
et, and Uhlaner 1991; de la Garza et al. 1992; Bowlen, Nicholson, and Segura 2006). For 
the most part, however, systematic inquiries with a focus on socialization as such have 
been lacking.6 Part of the difficulty is that ordinary (p. 40) probability samples of pre‐adult 
and adult populations usually do not include enough distinctive immigrant groups for ana
lytic purposes. More purposive sampling schemes such as that employed by Gimpel, Lay, 
and Schuknecht (2003) are in order. The window of opportunity has shrunk in many 
places, but ample space remains for innovative research.

A possible new research direction has been recently advanced, one which joins a stream 
of research linking the social sciences and behavioral genetics. Alford, Funk, and Hibbing 
(2005) use data from twin studies in the United States to argue that genetics plays a more 
than trivial role in the construction of political orientations. At this early stage it is diffi
cult to predict the future of this innovation. Still, it brings a provocative addition to the 
political socialization literature and links the subfield to emergent trends in the disci
pline.
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Notes:

(1) I omit that considerable literature due to its dated appearance.

(2) This finding has been undermined by the revelation that the effects appeared predom
inantly among students currently enrolled in a civics class (Green 2000).

(3) A competing model, mid‐life stability, is similar except that it predicts a tapering off of 
stability in the later years.

(4) Some reports emerging from the 28‐nation IEA Civic Education project also take a 
small N approach (e.g. Torney‐Purta, Barber, and Richardson 2004).

(5) Campbell (2006, ch. 5) used the United States portion of the project.

(6) Here, as elsewhere, my restriction to the English‐language literature has undoubtedly 
excluded some pertinent contributions.
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Abstract and Keywords

This article studies the belief systems and political decision making and examines the ob
servation that political scientists have the ability to tell a coherent story about citizens 
and public opinion. It reviews and summarizes the original story about citizens and poli
tics, which can be found in Converse's ‘The Nature of Mass Belief Systems’. The next sec
tion discusses three revisions of the story and the studies that gird them. The article ends 
with an examination of the validity of these three revisions.
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Buoyed by forty years of systematic research, political scientists should be able to tell a 
coherent story about citizens and politics. How much do citizens know about politics? Do 
they understand left–right ideology, and do they think in ideological terms? Do they hold 
meaningful attitudes on current issues? Do they update their beliefs and attitudes in re
sponse to changing conditions?

To a commendable extent, political scientists have met the expectation. Most, if asked, 
would tell a story much like the following: A sizeable segment of the adult population 
knows little about politics. Failing to understand the left–right context that structures de
bates among their elected representatives, they cannot adequately assess those debates 
or the policy proposals that generate them. When asked, these same citizens express poli
cy preferences. These preferences wobble randomly over time, however, suggesting that 
most respondents fail to hold real opinions, but, to please the interviewers, answer the 
survey questions anyway. The relative few, in contrast, understand the contours of poli
tics, hold firm beliefs and attitudes, and generally get things right.

This story has a familiar ring, and for good reason. Converse (1964) first told it more than 
four decades ago, and scholars have been retelling it ever since. It is as though each new 
generation of scholars repeats the story as a rite of passage into the community of public 



Belief Systems and Political Decision Making

Page 2 of 23

opinion researchers. Its staying power is a testament to the impressive quality of 
Converse's writing, argument, and evidence.

(p. 46)

However, three revisions of the original story now exist. The “downbeat” revision ques
tions the performance of Converse's exalted few, showing that these highly partisan indi
viduals undertake a variety of arguably unreasonable mental gymnastics to retain their 
existing political attitudes. Ironically, their very understanding of politics provides the 
know‐how necessary to perform the gymnastics. The “really downbeat” revision tells a 
story in which all citizens lack true political attitudes. At its limit, this revision tells a sto
ry of inevitability in which all citizens lack complete and coherent political beliefs and 
preferences.

The “upbeat” revision takes Converse in the opposite direction. In it, proportionately far 
more than 12 percent of US citizens know the basics of politics. They rationally update 
their beliefs and preferences in response to changing conditions. They also use general 
principles—core values and political ideology, for example—to inform their (real) attitudes 
and to make reasonably good choices and judgments. Moreover, citizens in some Euro
pean countries display especially high levels of political knowledge, suggesting that politi
cal contexts can enhance citizen performance independently of individual capabilities and 
motivations.

The discussion in this chapter proceeds as follows. We first review and summarize the 
original story, as told in Converse's “The Nature of Mass Belief Systems” (1964) and else
where (Converse 1970, 2000; Converse and Markus 1979). Discussions of the three re
vised stories and the studies that gird them follow. The final, most important section of 
this chapter first addresses the validity of the three revisions, as we portrayed them. This 
concern arises because the revisionist stories stem from integrating the literature in a 
particular way, with which others might disagree.1 The remainder of the section proposes 
that the public opinion literature has become schizophrenic. Some of the four stories con
tradict each other. In most cases, these contradictions arise because scholars act as 
though they are oblivious to the implications of others' research. This is most evident in 
but not limited to the case of upbeat revisionists, who favorably cite Converse's original 
study and then ignore the implications of his substantive conclusions.

1 The Original Story
Converse began with the notion of political belief systems, which are integrated mental 
structures in which the component elements logically fit together. For most countries, he 
argued, the left–right character of elite discourse defines the logic (also see chapter by 
Mair in this volume). Political ideology serves as the glue that constrains and integrates 
political belief systems.

(p. 47)
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Taking advantage of a 1956–58–60 American National Election panel study (ANES), Con
verse set out to determine how well US citizens understand left–right ideology. He em
ployed several strategies. Most notably and most widely cited, he coded respondents' 
open‐ended answers to 1956 questions asking them to express what they liked and dis
liked about the two parties and their 1956 presidential candidates. Using a generous cod
ing scheme, Converse found that he could label only 12 percent of all respondents as ei
ther ideologues or near‐ideologues, which is to say that they referred to the parties and 
candidates in left–right terms.2 In other words, little more than one of ten Americans ac
tively used ideological modes of thought.

The 1960 wave of the panel asked respondents whether they recognized one party as 
more liberal or conservative than the other. If they answered in the affirmative, they were 
first asked which party seemed the more conservative and then asked, “What do you have 
in mind when you say that the Republicans (Democrats) are more conservative than the 
Democrats (Republicans)?” If respondents said they did not see a difference, they were 
asked whether they wanted to guess whether people generally consider Democrats or Re
publicans as more conservative.3 If the individual guessed, then he or she received a fol
low‐up question asking what people had in mind when they called one or the other party 
more conservative. Twenty‐nine percent refused to answer either closed‐ended question. 
Another 8 percent tried to answer the closed‐ended question but then could not answer 
the open‐ended follow‐up. About half of all respondents gave a right answer to both the 
closed‐ and open‐ended questions. But only about 15 percent of all respondents, even in 
the presence of explicit priming, answered the open‐ended questions in a way that re
flected a broad understanding of liberal‐conservative ideology, at least by Converse's 
standard.4

Converse also examined the inter‐item correlations among responses to policy preference 
questions and found them to vary from weak to non‐existent. People who took a liberal 
position on one issue did not necessarily take a liberal position on another. Equivalent 
correlations among a sample of incumbents and challengers running for the 85th Con
gress were markedly higher, underlining the greater ideological consistency among this 
elite group.5

On every front Converse considered, the evidence told the same story: most people show 
little understanding of ideological politics. He identified issue publics, small numbers of 
people who had become knowledgeable about a specific issue or two, but the overall level 
of understanding left much to be desired. The relatively few who understood left–right 
politics tended to be better educated, more interested in politics, and generally more sim
ilar to the politicians who represented them.

(p. 48)

In principle, people could fail to grasp liberal‐conservative ideology and still hold mean
ingful attitudes. To explore this possibility, Converse traced respondents' across‐time 
opinions on a single issue, power and housing, using the 1956‐58‐60 ANES panel study. 
The item read as follows: “The government should leave things like electrical power and 



Belief Systems and Political Decision Making

Page 4 of 23

housing for private businessmen to handle.” He chose this issue because it represented a 
limiting case: neither politicians nor anyone else discussed power and housing during the 
four‐year period and thus those who expressed real opinions on it should not have 
changed them (Converse 1970). Many people indicated they lacked an opinion, a finding 
that fell by the wayside in subsequent critiques and discussions of Converse. Among 
those who answered the (agree‐disagree) item, most appeared to answer randomly. Only 
a small proportion—about 20 percent—held stable attitudes across all three time periods. 
Converse did not report—presumably the small number of cases prevented him—whether 
those who held fixed opinions across time included the 12 percent whom he had labeled 
ideologues or near ideologues.

Sensitive to the possibility that the 1956‐58‐60 results stemmed from the choice of issues 
and the time frame of the study, Converse and Markus (1979; also see Converse 2000) re
visited the issue instability thesis using the 1972–74–76 ANES panel study. They found, 
once again, that partisan identification changed relatively little across time. But just as 
Converse found earlier, issue preferences generally lacked stability. This time, however, 
there were exceptions: preferences remained highly stable on abortion, busing, and legal
ization of marijuana, what Converse and Markus called the new moral issues. Moreover, 
the four‐year continuity coefficient on the seven‐point ideology scale was a relatively 
high .56, suggesting that many people remain ideologically consistent across time. This 
finding seemingly challenged Converse's original conclusion that only a relative few peo
ple understand ideology. The authors explained the size of the continuity coefficient on 
two grounds: first, 35 percent or more of the respondents failed to place themselves on 
two successive administrations of the scale, and thus did not enter into the calculation of 
the continuity coefficient; second, substantial numbers of the remaining respondents 
placed themselves at the center of the scale, presumably because they did not under
stand left–right ideology. Converse and Pierce (1986) reported similar findings among 
French citizens. Unlike the earlier American studies, the France study included a two‐
wave elite panel. Moreover, the elite and mass panels used identical questions, which al
lowed the researchers to speak more confidently than Converse could earlier to the 
mass–elite differences.

Among Converse's many contributions, establishing a criterion by which to determine 
whether people hold true attitudes arguably stands as the most important. Before he 
wrote, a researcher would (reasonably) assume that respondents' one‐time answers rep
resented their real preferences. That assumption will not do, Converse showed. The key 
is whether respondents express essentially the same preferences over time. Only when 
they do can the researcher legitimately construe a stated preference at any one point in 
time as real. We will return to this insight later.

(p. 49) 2 The Downbeat Revision
Converse did not explicitly state that the relatively few citizens who understand politics 
and hold real attitudes carry the day for democratic governance; presumably he thought 
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so. Others have carried the notion forward in one fashion or another. Luskin (1990, 331)
states boldly that in a representative democracy “only a small proportion of the popula
tion can participate in politics to the fullest.” In his mind, these are Converse's relative 
few. When Althaus (1998, 2003) and Bartels (1996) conduct simulations to determine 
whether the less informed would hold the same policy preferences as the more informed 
if they possessed more information, they assume that the more knowledgeable set the 
standard; they hold the right opinions. But do informed citizens warrant an exalted status 
in democratic governance? Recent evidence suggests that they might not.

At the time Converse wrote, the dominant psychological theories were cognitive‐motiva
tional, emphasizing in particular the individual's desire to maintain belief‐attitude consis
tency. Trained as a social psychologist, he knew those theories well. For reasons only 
Converse knows, he chose to emphasize cognition over motivation in “Mass Belief Sys
tems.”6 During the two decades following its publication, psychology and political psy
chology did the same, turning to cognition‐dominated theories of information processing. 
Only recently have researchers in both fields begun, once again, to account for the ef
fects of motivation.

Why is this history important? Once political scientists began to consider how motivations 
affect citizen decision making, they generated findings that shifted attention from the 
many who do not understand politics to the relatively few who do. Precisely because they 
understand politics, it appears, these relatively few are able to employ an array of mental 
gymnastics to maintain their existing beliefs and attitudes.

Under normal circumstances, when the political environment is not constantly bombard
ing citizens with belief‐challenging arguments and information, these individuals often 
hold factually wrong beliefs that reinforce their existing attitudes. In other words, they 
can easily believe what they want to believe, and do. For example, Nadeau and Niemi 
(1995; Nadeau, Niemi, and Levine 1993) found that respondents who saw Hispanics as a 
source of crime were more inclined to overestimate their size than those who did not. The 
well educated and politically astute were especially vulnerable to such bias.

So what happens when politically sophisticated people hear an argument or receive factu
al information that challenges their political preferences? Do they adjust their beliefs and 
attitudes accordingly? Taber and Lodge (2006) conducted experiments in which they 
asked subjects to evaluate arguments about various (p. 50) policies. They found that sub
jects evaluate attitudinally congruent arguments as stronger than attitudinally incongru
ent arguments; counter‐argue contrary arguments and uncritically accept supporting ar
guments; and seek out confirmatory evidence. These mental processes, in turn, lead to at
titude polarization, that is, a strengthening of the original attitudes. More relevant here, 
strongly partisan and politically astute respondents show an especially strong proclivity 
to rely on these processes.

Similarly, in unusually high information environments where challenging facts persist, 
these attentive and knowledgeable individuals ultimately change their beliefs; but then 
they find means to retain their political attitudes. Panel studies conducted over the dura
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tion of the Iraq war found that strong Republicans maintained their support for the war, 
despite worsening conditions, by interpreting existing conditions and predicting future 
ones to their advantage. They construed US troop casualties as less severe than, for ex
ample, weak Republicans did, and also predicted lower levels of future casualties. And 
when the Bush administration itself acknowledged that weapons of mass destruction 
probably did not exist in Iraq, politically astute Republicans attributed their absence to 
one of two factors: they had been moved to another country or Saddam had destroyed 
them just prior to the US invasion (Gaines et al. 2006).7

One might justifiably argue that much of this evidence reflects healthy skepticism on the 
part of the relative few; politically sophisticated people should resist change. However, at 
some point this resistance is no longer reasonable. In Taber and Lodge's words (2006, 
22), “skepticism becomes bias when it becomes unreasonably resistant to change and es
pecially when it leads one to avoid information…. And polarization seems to us difficult to 
square with a normatively acceptable model (especially since the supporters and oppo
nents in [a] policy debate will diverge after processing exactly the same 
information)” (original italics). They might have added that these mental gymnastics 
greatly reduce the capacity of the citizenry to provide democratic intelligence, that is, to 
let policy makers know whether existing policies are failing or succeeding.

The downbeat revision, then, differs qualitatively from Converse's. The difference lies not 
with who knows what about the general contours of politics; on this, the two tales con
verge. Nor does it lie with the politically uninformed; in both instances, they play a limit
ed role in democratic governance. Rather, it lies with the performance of the politically 
knowledgeable; in the story recounted here, they often fail to hold accurate factual be
liefs, and they devote most of their mental energies to maintaining their attitudes, often 
unreasonably. In short, they fail to provide the guidance of which they otherwise would be 
capable.

(p. 51) 3 The Really Downbeat Revision
Converse concluded that relatively few people understand ideological politics and hold 
true attitudes. The downward revision, by introducing motivation, raises questions about 
the performance of these few. It generates an unsettling question: does democratic gover
nance lack a compelling rationale?

In the really downbeat revision, this question takes on added meaning. It reveals a citi
zenry whose answers to survey questions about politics and policy reflect the considera
tions that happen to come to mind. In turn, which considerations come to mind depends 
on the political communications the individual recently received. These “top‐of‐the head” 
answers imply that while people might express “opinions” at any moment, they are not 
fixed and thus not true. This verdict applies to all citizens, not just the less informed.8
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Political scientists will immediately recognize this story; John Zaller developed it in his 
widely read and acclaimed The Nature and Origins of Mass Opinion (1992), which builds 
more directly on Converse than any other single study. He develops a formal model based 
on axioms, which he summarizes as follows (1992, 51): “Opinion statements, as conceived 
in my four‐axiom model, are the outcome of a process in which people receive new infor
mation, decide whether to accept it, and then sample at the moment of answering ques
tions. For convenience, therefore, I will refer to this process as the Receive‐Accept‐Sam
ple, or RAS, model.” People's attention to politics determines whether they receive infor
mation, and their ideological predispositions and, more generally, core values shape 
whether they accept it.

Zaller offers varied evidence in support of his model. He undertakes a survey experiment 
in which he asked half of the respondents a series of standard National Election Study 
questions on aid to blacks, federal job guarantees, and the proper level of government 
services. The other half received the same questions, but right after they answered the 
items they were asked to stop and think about the ideas that went through their minds as 
they answered. He shows that which ideas, or considerations, come to mind strongly 
shapes the attitudes that respondents express. More important, he shows that these con
siderations vary across time, and thus so do people's expressed attitudes.

The other data consist of American National Election Surveys combined with coded New 
York Times news stories. In an impressive set of empirical analyses, Zaller shows that 
when politicians and other political activists agree on an issue—support for a US inva
sion, for example—citizens think as one. When elites polarize, citizens do also. (p. 52) At
tentive citizens, who are strongly disposed in one ideological direction or the other, show 
the greatest polarization. That is because these individuals simply echo what their pre
ferred party leaders say.

Bartels takes the implications of Zaller's work to a more extreme conclusion than Zaller 
did. In a chapter of a book dedicated to Converse, Bartels (2003) distinguishes between 
attitudes and preferences (a distinction that we have not made in our discussion). He ar
gues that people hold attitudes—psychological tendencies—but not preferences—definite 
and particular expressions. Borrowing heavily from the Tversky–Kahneman research on 
framing effects (1982, 1986; also see Iyengar 1987, 1990; Quattrone and Tversky 1988; 
but see Druckman 2001, Druckman and Nelson 2003), as well as Zaller, Bartels concludes 
that the political environment strongly shapes how these psychological tendencies be
come manifested. He concludes:

[T]he common view of political scientists seems to be that the signs of “casual and 
shallow” thinking that Converse took as evidence of non‐attitudes may character
ize some of the people some of the time, or even most of the people most of the 
time, but are by no means endemic. My own reading of the evidence is more pes
simistic. At least if “attitudes” are taken to mean logically consistent summary 
evaluations of any conceivable political object…then it seems clear to me that 
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even splendidly well informed, attentive citizens will routinely flunk the test. 
(2003, 63)

[T]he evidence already in hand provides rather modest grounds for imagining that 
the context dependence of political attitudes…is simply a result of ignorance, inat
tention, or bias, to be remedied by more careful thought or unfettered delibera
tion. For the moment, at least, it seems to me that we must probably accede to 
[the] conclusion that the context dependence of preferences is an unavoidable 
consequence of basic cognitive and evaluative processes. (64)

The fundamental shortcomings of the human thought process, especially when exacerbated by 
the nature of competitive politics, preclude the kind of democracy that normative theories pre
scribe. Citing Riker (1982, 244), Bartels reaches this grand conclusion (2003, 74): “ ‘popular 
rule’ is impossible but…citizens can exercise ‘an intermittent, sometime random, even perverse, 
popular veto’ on the machinations of political elites.” This is a far more excitable conclusion than 
Converse's!

4 The Upbeat Revision
Until now, the discussion has progressed toward increasingly more downbeat conclusions 
about the nature of public opinion and citizen performance. Not all research has moved in 
this direction. To the contrary, an accumulation of research reaches far more upbeat con
clusions than Converse reached. Because many scholars have contributed to it, and often 
from different perspectives, the upbeat revision is less cohesive and self‐evident than the 
other two revisions. It is every bit as important.

Thirty‐two years after “Mass Belief Systems,” Delli Carpini and Keeter (1996) undertook 
the single most comprehensive analysis of political knowledge and (p. 53) information. 
The authors did not limit their definition of political knowledge to ideological understand
ing, asking instead what US citizens know with respect to the rules of the game, the cur
rently important political actors, and the substance of domestic and foreign affairs. They 
take advantage of a large number of existing surveys, as well as their own, to determine 
the percentages of the respondents who provide the right answers to (mostly) closed‐end
ed survey questions. Warning that “it is meaningless to talk about how much the ‘public’ 
knows about politics” (269) given the unequal distribution of knowledge across citizens 
and across specific survey items, they nevertheless conclude that “more than a small frac
tion of the public is reasonably well informed about politics—informed enough to meet 
high standards of good citizenship” (269). Although Delli Carpini and Keeter do not ex
plicitly define “more than a small fraction,” they clearly mean it to include far more than 
12 percent of the citizenry. In other words, they find a notably more knowledgeable citi
zenry than Converse did. The authors also report that levels of political knowledge among 
US citizens did not change over the past fifty years, which eliminates a handy explanation 
of the discrepancy between their and Converse's conclusions.
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Not only does the upbeat version find a relatively informed citizenry, it also finds citizens 
that act as Bayesian rational updaters when new information comes their way (Gerber 
and Green 1998; Green, Palmquist, and Schickler 2004). For example, Democrats, Repub
licans, and Independents alike update their beliefs about the economy and their approval 
ratings of presidents. If the economy worsens, for example, people say the economy is 
weakening. Moreover, they update their beliefs in the same, expected direction and to the 
same extent.9

The preceding works portray a citizenry who ground their beliefs and attitudes in reality, 
implying that people hold true beliefs and attitudes. Many other studies, far too many to 
recite here, convey the same message. Kinder and Winter (2001) used the 1992 National 
Election Study to explore the black‐white divide on racial and social welfare issues. They 
identified significant attitudinal differences across the two races on most of the attitudi
nal items, all in line with what one would expect. In every instance, African Americans ex
pressed more liberal opinions, overall, than whites did. In the 1992 presidential election, 
of those favoring aid to minorities 69 percent voted for Bill Clinton while only 17 percent 
voted for George Bush; of those favoring national health care 61 percent voted for Clin
ton while 20 percent voted for Bush; and of those opposing the death penalty, 70 percent 
voted for Clinton and 19 percent voted for Bush (Erikson and Tedin 1995). These dramat
ic differences shout loudly: people hold meaningful political attitudes.

Moreover, they effectively draw on their core values and political ideologies when form
ing their attitudes and candidate evaluations. Feldman (1988) shows that how much peo
ple valued the work ethic and equality of opportunity shaped their evaluations of Ronald 
Reagan as president. Those who strongly favored equality of (p. 54) opportunity, for exam
ple, supported liberal government policy more than those who opposed it. These assess
ments of government policy, in turn, shaped how favorably people evaluated Reagan's po
sitions. Those who expressed support for the work ethic held more positive images of 
Reagan than those who did not.10 Equally compelling, Hurwitz and Peffley (1987) 
demonstrate that people use a hierarchically structured belief system to form foreign pol
icy preferences. Core values such as ethnocentrism and moral beliefs about killing serve 
as the foundation. In‐between these core values and specific foreign policy preferences 
are what Hurwitz and Peffley call postures. Functioning as mediators, they include 
themes such as whether the government should pursue an isolationist policy, and whether 
the government should adopt an aggressive stance in its relationships with other coun
tries. Hurwitz and Peffley demonstrate that ordinary citizens, even those who know little 
about foreign policy, draw on this hierarchically structured belief system to infer specific 
preferences.

Others working in the upbeat perspective show, seemingly in contradiction to Converse, 
that citizens use their self‐proclaimed ideologies to make appropriate candidate choices 
and evaluations. For example, Levitin and Miller (1979) find that some Democrats called 
themselves conservatives and some Republicans called themselves liberals in the 1972 
and 1976 presidential elections. Using the 1972–6 panel data, they also show that the in
dividual‐level ideological continuity correlation is .65, compared to .80 for partisan identi
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fication. Ideological self‐placement looks remarkably stable across time. Most significant
ly, ideology and partisan identification independently shape the vote; far more liberal than 
conservative Democrats support Democratic candidates, and so on. In a follow‐up and 
more thorough study that covers all elections from the 1950s through the 1990s, Miller 
and Shanks (1996) argue that enduring ideological predispositions play a major role in 
shaping voters' reactions to election campaigns and their presidential choices.

Let us pause and summarize the upbeat version as we have stated it thus far. Substantial 
informational gaps exist between the most and least informed. Nevertheless, a sizeable 
majority of citizens grasps at least some of the basic political contours. Even more im
pressively, people appear to update their factual beliefs consistently with changed condi
tions. They notice, for example, when the economy falters or improves. They hold real at
titudes. African Americans consistently take more liberal policy positions than whites, for 
example; and those who hold liberal attitudes show markedly greater support for Democ
ratic presidents. In addition, citizens use their core values and political ideologies to de
rive “the right” policy preferences and choose “the right” candidates.11

(p. 55)

Cross‐national studies also contribute, albeit indirectly, to the upbeat revision. Early re
search, some of it by Converse himself (Converse and Dupeux 1962; Converse and Pierce 
1986), reported low levels of issue constraint and ideological understanding (Butler and 
Stokes 1969) among French and British citizens. A later and more comprehensive study 
of five countries—Austria, Britain, Germany, the Netherlands, and the United States—es
sentially replicated Converse's original analysis, including the accounting of non‐respons
es, and identified higher levels of ideological understanding, overall, suggesting an over‐
time increase in comprehension (Klingemann 1979a, 1979b).12 Dalton (2002) attributes 
this change in comprehension to increased education levels and the greater availability of 
mediated political information.

Moreover, Klingemann (1979a, 1979b; also see Dalton 2002) found that the level of ideo
logical sophistication varied across the five countries. German and Dutch citizens showed 
more understanding of left–right ideology than citizens in the United States and Great 
Britain. This finding suggests that characteristics of political systems—the structure of 
the party system, the availability of ideologically based information, and so forth—shape 
how much citizens know about ideological politics. In an attempt to answer this question 
more directly, Gordon and Segura (1997) studied more than 11,000 respondents in twelve 
countries. They found country‐level factors to have the larger effects and to account for 
more of the variance in political sophistication than individual‐level characteristics. For 
example, people who lived in countries with national proportional representation and 
multiparty systems did better at placing parties on a left–right scale, all else equal, than 
those who did not. Institutions can enhance (or inhibit) what people know about politics, 
quite independently of their own motivations and capabilities.13
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5 An Arguably Schizophrenic Literature
The preceding discussion has covered much territory: from Converse's original and wide
ly cited story to three revisions of it. Two of the three revisions reach more pessimistic 
conclusions about citizens and public opinion than Converse did, the other a more opti
mistic conclusion. Such variability in scholars' evaluations raises two questions: Is the re
search enterprise schizophrenic? In any event, how could scholars reach such differing 
conclusions? We will address these matters below. First, however, do the three revisions 
represent valid characterizations of the literature?

(p. 56)

This would be a readily answerable question if a single, right characterization served as 
the standard. Of course, it does not; if it did, we would not be entertaining the question. 
Scholars do not always agree on how to characterize a single study, let alone on how to 
integrate many studies. Chronology sometimes serves as the basis for integration, but the 
three revisions do not follow a single chronology, from oldest to most recent. If the four 
stories followed a natural evolution from, say, Converse to the upbeat version, only a 
chronological ordering would do. That is not the case.

Instead, therefore, the constructions of the revisions reflect a conscious effort to identify 
distinct and markedly different stories. The first two revisions—the downbeat and really 
downbeat revisions—emerge from relatively small bodies of literature that most students 
of public opinion would acknowledge as well‐defined research programs (albeit by more 
than a single author or group of coauthors). Political motivation anchors the first pro
gram, ambivalence and its implications the second. The upbeat revision draws on more 
highly disparate literatures, to be sure, but that alone does not undermine its validity as a 
characterization. Improper interpretation of those literatures is another matter. We made 
every effort to remain faithful to them. In the end, we leave it to others to demonstrate 
the errors of our way.

Right or wrong, the integration of the literature into Converse's original story and three 
revisions reveals a dismayingly high number of contradictions. Converse and the really 
downbeat revision disagree on the existence of true attitudes among the few who under
stand politics. Converse and the upbeat revision differ fundamentally and consistently in 
their conclusions about citizens' capabilities. The downbeat and really downbeat revisions 
differ in their conclusions about the existence of true political attitudes among the politi
cally astute. The upbeat revision takes political attitudes for granted while the really 
downbeat revision asserts that such attitudes do not exist. There are other inconsisten
cies.

Do these conflicts and contradictions reflect a truly schizophrenic literature, or are they 
no more than the kinds of across‐study differences that every field experiences? The re
mainder of this section takes a closer look at selected contradictions to determine how 
they arose and how deeply they go. To anticipate: it looks like schizophrenia to us.
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Converse's twin conclusions that few citizens understand political ideology and few hold 
true attitudes serve as natural starting points. An implication follows from each conclu
sion. The lack‐of‐ideological‐understanding conclusion produces the following implication 
and its corollary:

Scholars should rarely and cautiously use closed‐ended measures of ideology in 
their analyses. They will likely interpret statistically significant relationships be
tween such measures and other measures of interest as applying to all of their re
spondents when in fact the relationships probably arise from multiple causal 
processes. The posited effects of ideology will hold for a small, genuinely ideologi
cal set of the sample, while the ideology measure is, for the remaining respon
dents, a noisy reading of something distinct from ideological understanding that is 
also related to vote or policy preference.

Similarly, since Converse demonstrated a lack of issue stability among Americans in two 
different studies and on a wide range of issues, the working assumption must be (p. 57)

that, except on a few moral issues, most people do not hold true political attitudes. Thus 
the second implication and its corollary:

Unless scholars demonstrate, with panel data, that people hold stable and thus re
al attitudes, they should rarely and cautiously use cross‐sectional attitude mea
sures in their analyses. They will likely interpret statistically significant relation
ships between such measures and other measures of interest as indicating that all 
of their respondents hold true attitudes when in fact only a small percentage do. 
For the remainder, the attitude measures are a noisy reading of something distinct 
from true attitudes that is also related to the other measures of interest.

Finally, Converse (1990, 2000) has often decried the large percentages who do not an
swer the survey items. From his perspective, this group is not solely a nuisance to be cast 
aside as quickly as possible; it comprises an important part of the story about the nature 
of public opinion in American politics. Thus a third implication:

If scholars seek a balanced and not overly‐optimistic judgment about the nature of 
public opinion, they must take non‐respondents into account.14

If Converse reached the right conclusions, and we derived the right implications, then 
many of the studies included in the upbeat version begin to look problematic. Students of 
public opinion routinely use the closed‐ended, seven‐point ideology scales that the ANES 
inserted after Converse first wrote. The scales run from extremely liberal to extremely 
conservative. In any American National Election Study, somewhere between 20 and 30 
percent of the survey respondents fail to answer the question (a point to which we return 
below). This leaves 70 to 80 percent who do answer it. But if Converse's original 12 per
cent estimate of those who understand left–right ideology is about right, then one conclu
sion follows: somewhere between 58 percent (70 percent−12 percent) and 68 percent (80 
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percent−12 percent) of ANES respondents answer the closed‐ended ideology questions 
without understanding ideology itself.

In turn, conclusions that ideologies drive candidate evaluations, such as Levitin and 
Miller's, take on a mysterious quality. Precisely what do the significant regression coeffi
cients represent? Do they indicate that all, or at least most, of the respondents draw on 
their ideologies? That is the conclusion researchers normally draw. However, it does not 
comport with Converse's original portrayal of American citizens.

In 1985, Knight replicated Converse's open‐ended analysis using the 1980 ANES. She 
found essentially the same distribution that Converse found, although ideologues, defined 
to include Converse's ideologues and near‐ideologues, now comprised 22 percent of the 
sample. They were better educated, more interested in politics, and more politically 
knowledgeable than others. Even more telling, Knight then analyzed candidate evaluation 
as a function of partisan identification, ideological self‐label, and a set of issue prefer
ences within each of Converse's four groups (ideologue, group benefit, nature of the 
times, and no issue content). Her finding could not have been stronger: only among 
Converse's ideologues did ideological self‐label, as (p. 58) measured by the seven‐point 
scale, shape presidential candidate evaluations; and among this group, self‐proclaimed 
ideology packed a wallop. Among the other groups, it failed to reach statistical signifi
cance. Knight concludes that “the effects of ideology are qualitatively different among 
(Converse's) ideologues, and do not penetrate far beyond this level…. The ideology glass 
is…brimming among ideologues and nearly empty among all other citizens” (1985, 851). 
In other words, her findings imply that a small percentage of all respondents produced 
the relationship between self‐described ideologies and candidate evaluations that Levitin 
and Miller reported. For the remainder, it reflects something other than a true ideological 
connection.

In fairness, Levitin and Miller cite Converse's findings early in their article, acknowledg
ing the controversy over the “appropriateness of the criteria and the methods used to de
fine and measure the prevalence of ideological thought” (1979, 751). They proceed to use 
the closed‐ended measure nevertheless, on the grounds that they construe ideology much 
like partisan identification: as a filter or predisposition on which people can draw, per
haps, in many cases, without understanding what it really means. By defining political 
ideology as a predisposition and not as understanding, Miller and Levitin consciously dis
tinguish their conception from of Converse's. But notice that the literature now suffers 
from an equally serious problem: the use of an identical label, political ideology, to repre
sent different ideas. The tradeoff hardly represents intellectual progress.

What, then, about cross‐sectional measures of political attitudes? From Converse's per
spective, cross‐sectional data cannot distinguish real from not‐real attitudes. Neverthe
less, scholars use cross‐sectional measures, anyway. In other words, these studies assume 
precisely what Converse's analysis of attitude stability implies they could not assume: 
one‐time responses represent true attitudes.
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Consider a concrete cross‐sectional item: government guarantee of a job. Converse and 
Markus (1979) uncovered considerable attitude instability on it. Most people, apparently, 
do not hold true attitudes about job guarantees. Nevertheless, Kinder and Winter (2001), 
in a study we noted earlier, use this and other cross‐sectional attitude items to explore 
the black–white divide on racial and social welfare issues. They identified significant atti
tudinal differences across the two races on most of the items, including government job 
guarantee. So did Converse and Markus overstate the attitude instability on this item? 
Did pure chance work in Kinder and Winter's favor?15 The choice is clear: Converse and 
Markus are right, in which case Kinder and Winter should justify their use of the govern
ment guarantee item, or Converse (and Markus) is wrong, in which case someone must 
present evidence in support of the claim. Pending a resolution, the term schizophrenia 
does not grossly misrepresent the current state of affairs.

Note that Levitin and Miller report the number of missing cases, while Kinder and Winter 
do not. The latter authors, unfortunately, not the former, represent current (p. 59) prac
tice. Substantively, neither study acknowledges these missing cases when reaching a final 
verdict about citizen performance. From Converse's perspective, this omission seriously 
distorts the story.

But could Converse have overstated his conclusions? Or do his conclusions no longer ap
ply with the same force they did in 1964? Scholars have suggested both possibilities. A 
decade after Converse wrote, Marcus, Tabb, and Sullivan (1974) argued that open‐ended 
questions measure verbal skills more than they measure political understanding; and that 
measures of issue constraint ignore individual rationales that would justify the low con
straint. Moreover, Converse imposed a very high standard. For example, he categorized 
people who discussed liberal and conservative in spend‐save terms as not really under
standing left–right ideology. Yet political observers frequently portray ideological politics 
in these very terms. No one, furthermore, has convincingly argued that open‐ended ques
tions more validly measure political understanding than closed‐ended questions. Not sur
prising, the latter reveal a more fully informed citizenry (Delli Carpini and Keeter 1996). 
Finally, Kinder (2003) argues that relatively many people now hold true attitudes, espe
cially on burning social issues. Converse and Marcus (1979) themselves reported evi
dence supporting Kinder's claim. Today's world does not resemble the world of the early 
1960s.

Overall, however, different research choices seem to explain the divergence of Converse 
and the upbeat revision. These include: the use of open‐ended versus closed‐ended ques
tions; different interpretations of positive associations between ideological self‐labels and 
other variables of interest; assumptions about the validity and meaning of cross‐sectional 
attitude measures; and the incorporation of non‐responses into the final story about citi
zen performance. That Converse wrote first, of course, does not make him right. To date, 
however, those who have contributed to the upbeat revision have not yet fully confronted 
these differences and then justified their practices.
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Similar contradictions appear when comparing Converse with the really downbeat ver
sion, represented by Zaller's The Nature and Origins of Mass Opinion (1992) and, later, 
Bartels' elaboration. Recall that ideological orientation and attitude change, along with 
political awareness, form the core of Zaller's top‐of‐the‐head model of the survey re
sponse. That ideological orientation serves as a key component of Zaller's model immedi
ately raises the possibility that his research violates two of the implications identified 
above: scholars should rarely and cautiously use closed‐ended measures of ideology and 
they should take missing data into account when reaching their final portrayals (especial
ly given the large number of missing cases on the ideology measures). That he used 
cross‐sectional attitude measures raises the possibility that Zaller also violated the third 
implication: scholars should rarely and cautiously use cross‐sectional measures of atti
tude. On the other hand, Zaller developed his model and conducted his empirical analysis 
with the utmost care, and constantly with an eye on Converse.

Lamenting the lack of domain–specific measures of political values, Zaller makes a case 
for using measures of general left–right orientations (1992, 27). Operationally, these mea
sures tap people's predispositions to accept or resist the political communications they 
receive from their environments. In Zaller's words: (p. 60)

At some points in this study I will describe individuals as “liberal” or “conserva
tive.” In so doing, I will never (his emphasis) mean to imply that the people so des
ignated are necessarily full‐fledged, doctrinaire ideologues of the left or right. I 
will mean only that the people tend to be closer to one or the other pole of the 
constellation of associated liberal‐conservative values. (Ideology is an indicator) of
predispositions (his emphasis) to accept or reject particular political communica
tions. (1992, 27–8)

Zaller could not be more explicit about his conception of ideology, which echoes Levitin and 
Miller's.
He measures left–right orientations in various ways, depending on data availability. Some
times he includes the seven‐point ideology item, sometimes not. Often he uses cross‐sec
tional attitude measures—attitudes toward government services and government job 
guarantees, for example. These are among the very items on which Converse and Markus 
(1979) found people to lack true attitudes. Most intriguing, Zaller measures people's 1956 
ideological orientations by constructing domestic and foreign policy scales. Some of the 
items comprising the scales are those Converse originally used to show a lack of issue 
constraint!

Zaller, like just about every scholar who uses responses to closed‐ended questions, also 
violates the third implication. Although he diligently reports the number of cases, he does 
not given the proportion of respondents who were excluded from the analyses because 
they failed to answer one or more questions. Nor does he consider the implications of the 
missing cases, which approach 30 percent on occasions, for his overall story. In other 
words, he reaches his conclusions using only part of the data base that Converse uses.
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To be clear: we are not criticizing Zaller's outstanding work. Many we included view The 
Nature and Origins of Mass Opinion as the most important statement on public opinion 
since Converse himself. But this only underlines the depth of the schizophrenia. In taking 
Converse to new heights, Zaller, of all authors, appears to violate all three implications of 
his work!

Finally, the downbeat and really downbeat revisions both portray citizens in a darker light 
than Converse did, and yet offer diametrically opposed views of Converse's ideologues 
and near‐ideologues. In the downbeat version, these citizens dig their heels in the ground 
and tenaciously protect their existing political beliefs and attitudes. Political attitudes are 
not only real; they are, for the most part, immovable. But in the really downbeat version, 
these same individuals do not hold true attitudes.16 That is because their expressed atti
tudes at any point in time reflect the considerations that recent political debate and dis
cussion bring to mind. To be sure, these politically knowledgeable people do not form 
their attitudes randomly, but this is a far cry from holding rock‐solid attitudes.

This contradiction, one of the most striking, might not be as severe as it appears. Snider
man, Tetlock, and Elms (2001) find that political attitudes depend on a combination of po
litical predispositions and particular situations. In their “probable (p. 61) cause” experi
ment, for example, they find that both self‐labeled liberals and conservatives call a police 
search for drugs more reasonable when told the suspects were using bad language than 
when told they were well dressed. This is the situational component. Across both situa
tions, liberals take a more lenient position than conservatives. This is the pre‐disposition
al component. And thus the conclusion: although contextual changes can cause attitudes 
to look unstable, it is a big leap to call them meaningless, as the pre‐dispositional compo
nent shows. Whether Sniderman et al. fully reconcile the downbeat and really‐downbeat 
revisions is debatable. They do offer hope of reconciling at least some of the contradic
tions.

The term schizophrenic, as applied to human beings, refers to an extreme personality dis
order. Does public opinion research suffer an equivalent disorder? Unfortunately, in our 
view, it does. Mounting additional empirical studies will probably exacerbate, not elimi
nate the problem. Perhaps it is time to pause and take stock of the enterprise.

6 Concluding Comment
This chapter began with the observation that political scientists have been able to tell a 
coherent story about citizens and public opinion. That story came directly and fully from 
Converse. In light of the three revisions, however, this observation no longer holds. As in
evitably happens following the publication of a simple, profound, and generally crystal‐
clear statement on a scholarly topic, subsequent work muddied the waters. Simple be
came complicated; subtle changes in concept definition and measurement accumulated 
into increasingly larger departures from the original ideas; and scholars changed the cri
teria by which to judge citizen performance. An abundance of riches generated by forty 
years of additional research has, ironically, led from crystal‐clear to schizophrenic. Crys
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tal‐clear does not mean right, just as schizophrenic does not imply wasted efforts. At this 
very moment, however, students of public opinion could not tell the proverbial person on 
the street a simple and comprehensible story about citizens and public opinion. Unless, 
that is, they want to say, simply, that most people don't understand the contours of poli
tics and most don't hold true political attitudes. Life was much easier when there was on
ly Converse!
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Notes:

(1) For example, we paid little attention to publication chronology when identifying the 
three revisions.

(2) Converse used the 1956 wave of the panel study for this analysis.

(3) The researchers asked this question to separate those who did not see a difference 
from those who saw a difference but cynically believed it was meaningless.

(4) A sizeable number of respondents correctly identified Republicans as more conserva
tive than Democrats and then, when asked what they meant, spoke largely in spend‐save 
terms. Converse distinguishes them from those who gave answers comparable to the ones 
his ideologues and near‐ideologues gave in the 1956 wave.

(5) Achen (1975) and Erikson (1979) raise important measurement concerns that we do 
not pursue here.

(6) Only Converse knows for sure, but finding an almost complete lack of attitude consis
tency within the context of existing psychological research probably surprised him.

(7) Related evidence comes from Luskin and Fishkin's research on deliberative polls 
(1998). They found that deliberations effected attitude change among participants. Fol
low‐up surveys conducted several weeks after the deliberations found that most people, 
and certainly the politically knowledgeable, returned to their original policy positions, 
even though they continued to know more than they did before the experience.

(8) In a word, people experience ambivalence, a concept that Hochschild (1981) first in
troduced in her study of citizens' attitudes toward equality. Hochschild conducted lengthy 
open‐ended interviews with 28 individuals to uncover the ambivalence. Other studies of 
political ambivalence, all based on survey data, include Alvarez and Brehm (2002), 
Basinger and Levine (2005), Grant and Rudolph (2003), Lavine and Steenbergen (2005), 
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and Rudolph (2005). None of these authors goes as far as Zaller to derive the implications 
of ambivalence for the nature and role of public opinion in democratic societies. On the 
other hand, Zaller, unlike others, does not view ambivalence in terms of value or attitude 
conflict. We thank Tom Rudolph for this astute observation.

(9) Note how this conclusion, which is derived from survey data, conflicts with Taber and 
Lodge's experimental studies of motivation and attitude maintenance, which we cited ear
lier (also see Bartels 2000). We will return to this conflict, as well as to others, in the next 
section.

(10) A third value, support for the free enterprise system, had no effect.

(11) Despite its importance to the public opinion literature, we do not discuss the use of 
political heuristics. That research asks how citizens can make reasonable decisions even 
when they lack information (Brady and Sniderman 1985; Mondak 1993a, 1993b; Snider
man, Brody, and Tetlock 1991; Mutz 1998). This chapter focuses more narrowly on what 
citizens know (or don't know) and how they use whatever knowledge they possess. We al
so skip the collective opinion literature (MacKuen, Erikson, and Stimson 1989 and Nar
dulli 2005), some of which finds salvation in aggregation (Page and Shapiro 1982; but see
Althaus 1998).

(12) This finding appears to contradict Delli Carpini and Keeter's, which we cited earlier.

(13) In a replication of the Gordon and Segura study, Peyton (2006) uses hierarchical lin
ear modeling to show that system‐ and individual‐level characteristics interact. For exam
ple, some system characteristics reduce the information gap between the more and less 
educated.

(14) Converse has never stated these implications, which are ours alone, and he might 
not agree with them.

(15) Quite possibly the authors justified their neglect of Converse and Markus in their 
own minds, but they never explicated the reasoning. Probably three‐quarters of all public 
opinion studies conducted over the past 40 years resemble Kinder and Winter. We could 
have chosen any one of them, although Kinder serves a useful purpose: he is one of the 
leading public opinion scholars in political science who has often praised the quality of 
Converse's work.

(16) We do not distinguish between attitudes and preferences, even though Bartels' argu
ment centers on that distinction. We try, nevertheless, to be true to the spirit of his argu
ment, which is to say that we equate attitudes with Bartels' preferences.

James H. Kuklinski
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Abstract and Keywords

This article discusses the empirical evidence of four of the more controversial pillars of 
the democratic elitism thesis that has been defined by early studies. The review in this ar
ticle further supports the survey studies that compare the elite and mass opinions in 
cross-national contexts. An assessment of the elitists' claims is conducted; the empirical 
evidence from three bodies of research is carefully evaluated.
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EARLY studies of public opinion revealed a number of startling and wholly unfavorable 
comparisons between mass belief systems and those of elites, variously defined. In a se
ries of landmark studies, one analyst after another documented the decidedly impover
ished state of political sophistication of public opinion when compared to elites, particu
larly in the US: remarkably low levels of political information, a lack of ideological think
ing, little “constraint” among various policy attitudes (e.g. Converse 1964), and a disturb
ing lack of commitment to basic democratic principles such as political tolerance and mi
nority rights (e.g. Stouffer 1955; McClosky 1964; Prothro and Grigg 1960). The only silver 
lining in these early studies was the comparatively high level of sophistication and democ
ratic virtue discovered among activists and elites. Elite political attitudes were not just 
based on a vaster store of information and expertise, but were highly structured by ide
ologies and were firmly anchored to an ongoing commitment to democratic principles and 
institutions. These findings, coming as they did from a number of different quarters, ap
peared to confirm a central claim of the theory of democratic elitism: political elites and 
activists were the “carriers of the democratic creed” who protected the democratic order 
from an unsophisticated and often undemocratic public.

(p. 66)

These scholars also said a great deal about both the sources and the benefits of the supe
rior quality of elite beliefs in democratic politics. Elites are more sophisticated, it was ar
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gued, because they have all the advantages on their side: they are better educated, better 
socialized into the give‐and‐take of democratic politics, possess a disproportionate degree 
of expertise, and are recruited from the most able socioeconomic strata. There are also 
sizeable benefits that presumably spring from sophisticated elite beliefs. Elite communi
cation is greatly facilitated because reliance on a common ideology provides a powerful 
and efficient heuristic for making sense of the confusing buzz of information in the politi
cal world. Elite discourse thus helps to structure political debate so that publics can 
adopt elite “packages” of ideas—to know “what goes with what,” even if they do not know 
why (Converse 1964). Moreover, if a consensus exists among elites in their support for de
mocratic values, such values are likely to be transmitted to the public at large, or at least 
to its more politically active elements (McClosky 1964; McClosky and Zaller 1984).

The claims of elitists have been the focus of a protracted debate in the political behavior 
literature for the last fifty years. This chapter does not review the entire body of elite 
studies; fortunately, others in this volume cover various aspects of elite research (Blondel 
and Mueller‐Rommel; Hoffman‐Lange) and masses (Kuklinski and Peyton; Mutz; Gibson) 
that are beyond the scope of our review. Instead, we focus on empirical evidence for four 
of the more controversial pillars of the democratic elitism thesis defined by the early 
studies (e.g. Converse 1964; McClosky 1964; Prothro and Grigg 1960): (1) an elite con
sensus exists in their support for and commitment to democratic values (the consensus‐
pillar), (2) elites' democratic attitudes are highly structured (constraint pillar), (3) elites 
are substantially more democratic than the mass public (the mass–elite pillar), and (4) act 
as reliable guardians of democracy, protecting democratic institutions from an unsophisti
cated and intolerant public (the guardianship pillar).

In addition, our review gives particular weight to survey studies comparing elite and 
mass opinions in cross‐national contexts, for such studies help to overcome one of the 
more serious limitations of the early research: the near‐exclusive focus on mature democ
racies, in general, and the US, in particular. As shall become clear, as one moves beyond 
the US, the pillars of democratic elitism become increasingly questionable propositions. A 
central concern of this review article is to assess the extent to which the pillars of the elit
ism thesis hold up when viewing the evidence from a cross‐national perspective.

Accordingly, this chapter assesses the claims of the elitists by evaluating empirical evi
dence from three bodies of research. First, we examine the growing body of elite re
search on political tolerance, both in the US and abroad, which provides the most direct 
evidence about how committed elites are to democratic values compared to mass publics. 
Second, we explore analyses of elite beliefs in new democratic institutions—either at the 
national or the supra‐national level (e.g. the European Union)—to determine whether po
litical elites support the norms of newly established democratic institutions. In the con
cluding section, in addition to providing a final assessment of theory and research, we 
consider recent elite studies that shed light on our central question. What does the avail
able evidence tell us about the quality of elite decision making at the beginning of the 
twenty‐first century?
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(p. 67) 1 The Long‐Term Sources of Elite Beliefs
What factors shape elite beliefs? Most analyses would point to their socialization as an 
important source of elite attitudes. The fundamental idea of the socialization approach is 
that the exposure of political elites to the operating procedures of a regime develops the 
values that underlie that institutional framework. The confluence of pre‐adult socializa
tion, adult political learning, and the selective recruitment of individuals with desirable 
traits contribute to the emergence of mass–elite differences in political beliefs (Putnam 
1973, 1976; Searing 1971).

At the beginning of elites' socialization is their exposure to a range of sources that all 
members of a polity are exposed to, mostly through parents and peers, but also religious 
institutions, mass media, or friendship networks (Putnam 1976). These forces operate 
both at the national and supranational level. For instance, Euro‐elites' prior national expe
rience shapes their preferences on integration, such that commission officials “from polit
ical systems in which political authority is concentrated… believe that national institu
tions are capable of effective control.…The political system that is most conducive to 
these preferences is that of a large, unitary, state” (Hooghe 2001, 116). This research 
suggests that earlier elite learning constitutes a powerful influence on elite beliefs.

In addition, political elites are disproportionately exposed to the norms of a regime and 
thus have more opportunities to internalize regime norms than ordinary citizens (Putnam 
1973; Aberbach, Putnam, and Rockman 1981; Rohrschneider 1999). Selective recruit
ment, in turn, entails that individuals with regime‐conforming characteristics are selected 
for leadership positions in the first place (Sullivan et al. 1993). Elite research therefore 
uniformly finds that individuals with higher education or with system‐conforming values 
are more likely to advance to positions of prominence than individuals who lack these at
tributes. Finally, political elites are, if anything, strategic actors. They take into account 
short‐term factors such as the performance of a regime, or the personal benefits they de
rive from a specific set of institutions (Hooghe 2001). It is thus not only the long‐term ef
fects of socialization on elite attitudes that must be accounted for, but also elites' more 
short‐term self‐interest that should predict their political belief systems. Only a combina
tion of socialization and self‐interest factors is likely to provide a fuller understanding of 
how elites behave the way they do—and whether they are likely to act as defenders of the 
democratic creed.

Given the varied range of sources that contribute to the learning of elite beliefs, it is diffi
cult, perhaps even impossible, to pinpoint the unique contribution of each process. How
ever, if as numerous studies demonstrate, elite socialization shapes elite attitudes, these 
studies cast some doubt on the consensus and guardianship pillar of democratic elitism 
especially in new democracies. For we cannot assume that political elites are the stan
dard bearers of the democratic creed in previously (p. 68) authoritarian nations where de
mocratic learning could not have occurred. Indeed, the notion that education serves as a 
source not only of enlightenment but also of indoctrination led some analysts to suggest 
several decades ago that one must consider the undemocratic circumstances under which 
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elites came to be educated: if elites are educated in an authoritarian context, they may 
actually be more reluctant to endorse democratic values (Klingemann 1966). Thus, once 
we move outside the realm of mature democracies, socialization arguments raise the dis
quieting possibility that post‐authoritarian elites may not endorse democratic values and 
beliefs to the same degree that their US counterparts do.

Let us examine the available evidence in light of this implication. We begin by reviewing 
research on political tolerance which speaks directly to the four tenets of democratic elit
ism. Subsequently, we review the emerging literature on elite beliefs in other value do
mains and countries.

2 Political Tolerance Research
More than any other area, research comparing levels and sources of political tolerance 
(defined as a willingness to allow the expression of ideas that one opposes) of masses and 
elites has provided one of the most focused assessments of the elitist theory of democra
cy. The seminal studies of Stouffer (1955) and McClosky (1964), who found dramatically 
higher levels of political tolerance among elites than masses, provided much of the initial 
empirical support for democratic elitism. In his landmark survey study of political toler
ance in the US during the McCarthy “Red Scare” era, Stouffer (1955) uncovered a large 
gap between masses and elites (defined as leaders of local political and community orga
nizations) in their tolerance of left‐wing groups (mainly communists). McClosky (1964) 
also found that political elites (delegates to the 1956 Democratic and Republican conven
tions) were more committed to democratic norms and values than the mass public. Find
ings from these and other studies (e.g. Prothro and Grigg 1960) laid the groundwork for 
the elitist theory of democracy by suggesting that democracies were only likely to endure 
if elites—acting as “guardians of democracy” and “carriers of the democratic creed”—
protected the regime from an intolerant public.

Other survey studies of political tolerance helped to establish democratic elitism as the 
conventional wisdom. Nunn, Crocket, and Williams (1978) replicated Stouffer's survey in 
the 1970s and concluded that mass–elite differences in levels of political tolerance are at
tributable to the selective recruitment of elites from higher socioeconomic strata. In addi
tion, McClosky and Brill (1983, 243) concluded that elites in their surveys were more sup
portive of democratic values because they were better positioned to learn such complex 
norms than ordinary citizens. Not only are elites more likely to be exposed to libertarian 
principles and the practical lessons of (p. 69) applying such principles to “actual (and of
ten puzzling) cases,” but elites are more likely to possess the motivation and “knowledge, 
enlightenment, and openness to alternative modes of thought and conduct that are not of
ten found among the mass public.” The conventional wisdom encapsulated in democratic 
elitism thus reversed the traditional roles of citizens checking elites in classical democrat
ic theory. As McClosky and Brill (1983, 434) argued, we should “take comfort from the 
fact, as Stouffer did, that community leaders who are more tolerant than the general pub
lic are likely to exercise a disproportionate influence over public policy.” This literature, 
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in short, helped to establish the first pillar of the elitism thesis—elites are fundamentally 
unified behind democratic values.

In the late 1980s and early 1990s, however, the elitist theory of democracy as applied to 
political tolerance came under sustained attack by tolerance researchers whose findings 
in the US and abroad raised serious questions about the wisdom of relying on elites to 
serve as guardians of democracy. One of the more trenchant critiques of democratic elit
ism comes from Sniderman and his colleagues' (1989, 1991, 1996) Charter Rights study in 
Canada. This project consisted of a large mass sample and a sample of political elites 
from the legislative, executive and judicial branches of government. The authors found 
that even in mature democracies like Canada the differences across elites of different po
litical parties often eclipse average mass–elite differences in levels of political tolerance. 
Across an array of civil liberties controversies, Sniderman and his colleagues found that 
elites from more than one Canadian political party were less tolerant than the public 
overall.

In addition, Sniderman et al. (1989) extended this insight to the US, where they re‐exam
ined McClosky and Brill's (1983) findings to show that, in similar fashion, whereas Mc
Closky and Brill compare only the average levels of mass–elite differences in political tol
erance, breaking down both groups by ideology demonstrates that conservative elites in 
the US were less tolerant than conservative citizens and were markedly less tolerant than 
liberal citizens. Thus, in both Canada and the US, comparisons between elites and masses 
overall may be misleading. Rather, it matters which elites are in power and which elites 
make policy. To draw another example from western Europe, when extremist right‐wing 
or xenophobic parties emerge, they are led by non‐democratic elites. The general point is 
that there may be significant differences across parties regarding the extent to which po
litical elites support the democratic creed. In short, the consensus pillar may not apply to 
all elites.

One could add that it also makes a difference which values (or groups) in controversies 
over liberties are in conflict. Sniderman et al. (1996) find that when elites and citizens are 
presented with arguments designed to talk them out of their initial opinion on tolerance, 
elites are just as likely to switch positions as citizens. Even more disturbing, elites (and 
citizens) who initially adopt a tolerant position are more likely to change their views than 
those who initially adopt an intolerant position (cf. Barnum and Sullivan 1989; Gibson 
1998; Peffley et al. 2001).

Sniderman et al. (1991, 363) conclude that “there is less than compelling evidence that 
political elites, merely by virtue of being elites, are distinctively reliable guardians (p. 70)

of civil liberties. There is marked divergence within elites by party; indeed, so much so 
that what counts is not whether elites or ordinary citizens, but rather which elites, make 
civil liberties policy.” Clearly, political learning at the elite level involves exposure not 
simply to the values of the larger culture but also to the norms of particular groups, 
which may or may not be tolerant. In short, democratic elitism assumes that the decisive 
contrast is between masses and elites, thus ignoring which elites prevail. But the elec
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toral system chooses among competing sets of elites, not a mythical average. It thus mat
ters which elites are compared to mass publics when evaluating the validity of the first 
(consensus) and third (mass–elite differences) pillars of the elitism thesis.

The consensus pillar of elitist theory encounters the greatest resistance from studies of 
political tolerance outside the US and other English‐speaking countries (e.g. Great 
Britain, New Zealand). As several scholars have pointed out, if elitist theory claims that 
elites are more inclined to learn the dominant norms of the system than the masses, then 
elites from formerly non‐democratic regimes or in newly emerging democracies may pro
vide a much weaker commitment to democratic values and practices (e.g. Klingemann 
1966; Gibson and Duch 1991). Obviously, to test this proposition one needs cross‐national 
surveys conducted in countries where elites have been exposed to different regime norms 
and democratic practices.

Rohrschneider's (1996, 1999) study of political tolerance among members of the united 
Berlin Parliament shortly after the fall of the Berlin Wall and unification offers one of the 
more stringent tests of this proposition. This study gains analytical leverage from a natu
rally occurring quasi‐experimental design where a major difference between eastern and 
western MPs is the different institutional‐level learning experiences to which they were 
exposed before unification. Thus, any differences between eastern and western MPs can 
be attributed to institutional learning. Rohrschneider's findings underline the importance 
of institutional learning when it comes to extending civil liberties to offensive groups. On 
the one hand, MPs from former East and West Germany showed similar levels of support 
for general values of democracy, presumably because citizens in previously authoritarian 
systems developed a preference for western democratic values through a variety of 
sources (e.g. access to western television, contacts with the West, etc.). On the other 
hand, eastern elites were much less likely to connect their support for democratic values 
to specific applications of tolerance of least‐liked groups. Thus, despite their higher so
cioeconomic status, elites provide a shaky foundation for tolerance if their institutional 
learning experiences encourage intolerance.

The preceding studies raise serious questions about the consensus and mass–elite pillars, 
especially in non‐western countries and in circumstances of high threat and objection to 
offensive groups. Under more “normal” conditions of moderate levels of threat, however, 
many studies continue to find that while mainstream elites often equivocate in their sup
port for democratic values, they are still more tolerant than mass publics. In short, the 
third pillar of the democratic elitism thesis may still hold up, at least under certain condi
tions. Just why this is the case is the subject of a rare (p. 71) four‐nation (Britain, Israel, 
New Zealand, and the United States) study of the sources of the gap in tolerance between 
citizens and national legislators by investigators whose prior work critiqued various as
pects of elitist theory (Sullivan et al. 1993). After extensive analysis, Sullivan and his col
leagues determined that two explanations account for mass–elite differences in levels of 
tolerance: (1) “the selective recruitment of Members of Parliament, Knesset and Congress 
from among those in the electorate whose demographic, ideological and personality char
acteristics predispose them to be tolerant” (italics added, 51), and (2) the transforming 



Elite Beliefs and the Theory of Democratic Elitism

Page 7 of 16

adult political socialization experiences associated with becoming a political leader and 
governing that affect political tolerance over and above the impact of individual‐level, 
personal characteristics, such as the necessity of having to compromise with one's oppo
nents and the responsibility of having actually to govern.

We should stress, however, as the authors acknowledge, there are likely to be many ex
ceptions to the conditions under which either selective recruitment or political socializa
tion operate to generate higher levels of political tolerance among elites than among 
masses. First, as we discussed above, many elites are less tolerant than the masses on 
several civil liberties issues. Second, Sullivan et al. are obviously referring to the socializ
ing experiences of political leaders operating in a democratic system, not a more authori
tarian system or a younger, emerging democracy where liberal norms are less consensual 
and less internalized among elites (cf. Shamir 1991).

In addition, elite socialization toward tolerance may only lead to a sober second thought 
when elites perceive that the threat from dissident groups is below a certain threshold. 
As others have noted, the elite‐mass gap in tolerance occurs primarily when the target 
group in question is not perceived by elites to pose a serious threat to the democratic or
der—e.g. communists and the KKK in the 1970s in the US or non‐extremist groups else
where. In contrast to such “easy” tests of tolerance, when political elites perceive a high 
level of threat from dissident groups, the gap between elite and mass tolerance shrinks 
considerably. In such cases, neither elite individual characteristics nor political socializa
tion are sufficient to impel elites to substantially greater tolerance levels than ordinary 
citizens. Thus, when confronted with extremist groups perceived to be highly threaten
ing, political leaders in Israel, Germany, Canada, and local elites in the US in the 1950s 
were not dramatically more likely to engage in a sober second thought than were ordi
nary citizens.

One final caveat noted by Barnum and Sullivan (1989) and others (e.g. Gibson and Bing
ham 1985), is that most studies, with the exception of Stouffer, have defined elites rather 
narrowly as members of national legislatures. Local‐level officials (e.g. police, permit‐
granting officials, local elected officials, lower court judges) who are in a position to re
strict political freedom are not necessarily more tolerant—or even as tolerant—as mem
bers of the public (cf. Gibson 1988; Shamir 1991; McClosky and Brill 1983; Barnum 1982).

All in all, tolerance research seriously questions the universality of the first component of 
the elitism thesis (elites are consensually unified). It also provides considerable evidence 
that the constraint and mass–elite pillars emerge principally (p. 72) when specific condi
tions are present (e.g. stable democratic institutions, low or moderate levels of threat 
from groups). Overall, however, the third pillar of greater elite than mass tolerance re
ceives perhaps more consistent support across a range of contexts, but even here various 
contingencies and caveats apply.

A final limitation of elitist theory in the context of tolerance research is that it assumes 
that elite attitudes translate into behavior. Evidence for the first three attitudinal pillars is 
often taken as support for the fourth, guardianship pillar, which stresses the behavior of 
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political elites in protecting democracy from an intolerant public. Most elite research, 
however, does not provide direct evidence of how elites act because it focuses almost ex
clusively on the attitudes of elites (and masses), paying little attention to the correspon
dence between elites' attitudes and their role in the policy‐making process when deciding 
to either tolerate unpopular groups or repress them. Do elites actively prevent repres
sion, as elitist theories assume? Do they discourage the mobilization of mass intolerance 
against offensive groups? Or do political elites act like politicians, bending to political cal
culations when it is expedient to promote the repression of unpopular groups, regardless 
of their expressed attitudes? In other words, to what extent do elites act as guardians of 
democracy, as elitist theory claims (i.e. the guardianship pillar)?

We find disquieting answers in the few studies that examine the role of elites in making
tolerance policy. Gibson's (1988) study of the political repression of communists during 
the McCarthy era in the American states explored the degree to which tolerance of com
munists among masses or elites (aggregated from Stouffer's surveys) were better able to 
explain the number of state laws passed to repress communists during the late 1940s and 
early 1950s. In an ingenious use of the original Stouffer data, Gibson's intriguing “who
dunit” analysis of the independent effects of mass and elite attitudes on state policies 
points the finger more at elites than ordinary citizens. Though masses may have been 
willing accomplices, contrary to elite theory, there is ample evidence that elites played a 
defining role in the McCarthy Era, not as guardians of democracy, but as a mobilizing 
force for political repression in the states.

Michal Shamir's (1991) study of political tolerance in Israel casts further doubt on the 
proposition that political elites act as reliable guardians of democracy. By surveying elites 
and masses during a time when the Israeli Knesset considered banning extremist groups 
who won seats in the legislature,1 Shamir's study challenges elitist theory on three major 
counts. First, in contrast to elitist theory, her national survey of Israeli Knesset members 
and citizens found that the former was just as intolerant as the latter. Second, she found 
that elite discourse and policy making on the important question of banning political 
groups was influenced more by the Members' ad hoc political calculations than their atti
tudes. Shamir documented that Members voted to ban groups as a result of political cal
culations (p. 73) and coalition building. Competing elites did not restrain each other's in
tolerance toward particular groups but rather cooperated in limiting a broader array of 
groups. Third, as in the McCarthy Era in the US, elites were not guardians of democracy 
but initiated various efforts to mobilize intolerance among the public, which was largely a 
passive observer and not the source of repressive policy.

Once again, evidence for elitist theory is at its weakest in situations of high threat and ob
jection to offensive groups. On the one hand, it could be argued that the findings of these 
two studies are most worrisome because the guardianship role of elites is most critical for 
preserving civil liberties when threat is high from unpopular groups. On the other hand, 
elites may nevertheless play an important guardianship role when threat is below a cer
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tain threshold and the political risks of protecting unpopular groups are not viewed as 
prohibitive.

3 Elite Attitudes in Other Value Domains
If we extend our purview to other democratic values besides tolerance, we again find that 
support for the pillars of the elitism thesis is dependent on context, especially when we 
move outside of the realm of advanced industrial democracies. Let us begin with the good 
news. The few studies of democratic values of elites show that elites in western Europe 
support liberal democratic ideals (Putnam 1973; Aberbach Putnam, and Rockman 1981; 
Rohrschneider 1994), while other forms of democracy, such as socialist models, receive 
little support. At the general, abstract level then, western European elites are indeed 
strong supporters of liberal democratic forms of governance, consistent with the consen
sus pillar.2

The news becomes more grim as the focus shifts beyond the stable democracies of the 
West and the evidence supporting the consensus pillar is much weaker. A series of mass–
elite comparisons in Russia and the Ukraine by Miller, Hesli, and Reisinger, for example, 
indicates that elites who were elected after the collapse of socialism base their under
standing of the term “democracy” to a considerable degree on liberal ideals of political 
freedoms, the rule of law, and political participation and are fairly supportive of market 
reforms, despite their socialist upbringing (Miller et al. 1997, 1995; Reisinger et al. 
1996). At the same time, however, there are substantial differences within the elite sec
tor, depending on whether elites are political or bureaucratic, or whether they reside in 
rural or urban areas. In a similar vein, a study of local Chinese elites shows that elites are 
quite divided over civil liberties: local Communist (p. 74) party members are much less 
likely to favor democratic procedures than activists favoring institutional change (Chen 
1999). Thus, just as Sniderman et al. (1996) argued in the context of civil liberties in 
Canada and the US, whether we find support for the consensus pillar depends critically 
on which elites are being examined.

Furthermore, there is only weak support for the mass–elite pillar of the elitism thesis. On 
the one hand, mass publics are more likely than elites to mention social egalitarian pro
tections of democracies. This suggests that elites are more committed to the liberal de
mocratic creed than mass publics. On the other hand, “the differences are not huge” 

(Miller, Hesli, and Reisinger 1997, 178). A general pattern is that, just as Rohrschneider 
(1999) found for Germany, post‐authoritarian elites are relatively more committed to de
mocratic principles than mass publics. At the same time however, political elites are not 
necessarily consensually unified behind democratic principles; neither are mass–elite dif
ferences as substantial as one finds in western Europe. We therefore conclude that the 
consensus and mass–elite pillars of the democratic elitism thesis are not fully supported 
in a post‐authoritarian context, certainly not to the degree that the elitism thesis pre
sumes.
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Regarding the constraint pillar, we find similarly mixed evidence in the research litera
ture about elite beliefs. In western Europe, political elites and political activists exhibit 
much higher levels of constraint than ordinary publics (Converse and Pierce 1986). Simi
larly, political elites display a considerable degree of attitudinal consistency across a 
range of democratic attitudes, such as liberal democratic rights, perceptions of conflict, 
and pluralist party competition (Putnam 1973). In contrast, politically elites in new 
democracies lack this structure. For instance, Miller, Heslie, and Reisinger find that the 
interconnections between democratic beliefs at the elite level is rather low, sometimes no 
higher than that of mass publics. They argue that the lower constraint results from the 
lack of consistency in the information environment in fledgling democracies that “lack in
stitutions and arrangements that enhance predictability in procedures, stable party align
ments, and representational accountability” (Miller, Heslie, and Reisinger 1995, 22–3). A 
virtually identical conclusion emerges in a study of political elites and citizens in Beijing 

(Chen 1999). Overall, the implications of these analyses are sobering: when moving out
side the realm of mature democracies it is not just the content of elite beliefs that falls 
short of the elitism thesis; it is their structure as well.

In summary, our discussion and evidence about elite beliefs seriously complicates the pil
lars of the democratic elitism thesis. We may not assume, without any systematic empiri
cal study, that elites even in mature democracies are consensually unified behind the de
mocratic creed. And we certainly may not assume that elites in new regimes are the de
fenders of the creed. The second pillar is also problematic: the belief systems of elites in 
new democracies are often surprisingly unstructured. Stronger support for the democrat
ic elitism argument emerges for the third, mass–elite pillar: to the degree that mass and 
elite beliefs are compared, studies reveal across the board that elites are more democrat
ic than mass publics, although once again these differences are often not very large.

(p. 75) 4 Strategic Sources of Elite Beliefs
While our discussion up to this point has emphasized (regime) socialization as a founda
tion for elites' commitment to democratic values, research demonstrates a substantial 
variation in the degree to which different elites in the same country support democratic 
values. This suggests to us that elites do not simply enact the values they acquired during 
the socialization process, but are also strategic actors who consider a range of short‐term 
calculations when deciding whether to support a democratic regime. These short‐term 
factors include a variety of considerations, from the economic performance of regimes to 
elites' national interests when evaluating European integration. Theoretically, it is impor
tant to recognize that elites evaluate institutions based not only on their long‐standing 
predispositions, but also from the standpoint of their personal and policy goals. Political 
elites are naturally drawn to governing structures that efficiently produce desirable poli
cy outputs (Putnam, Leonardi, and Nanetti 1993) and that give them access to decision‐
making processes (Highley and Gunther 1992).
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The importance to elites of good governmental performance was demonstrated by Robert 
Putnam and his collaborators in their study of Italian elites (1993). Their ingenious analy
sis shows that when malfunctioning institutions are replaced with institutions that per
form better, the same politicians become more supportive of those institutions. This evi
dence squares with a large literature on the tendency for countries experiencing more 
economic success to foster democratic stability in the long‐term (e.g. Lipset 1959; Prze
worski 1991), a linkage that requires greater support of successfully performing democ
ratic institutions from political elites (and publics). The important point here is that elites' 
preferences for specific institutions cannot be divorced from their desire for institutions 
that perform adequately. As Miller, Heslie, and Reisinger argue: “if [citizens] believe that 
the present regime is not fulfilling their expectations of that ideal democracy, then they 
will be less supportive of the current attempts at democratization” (1997, 185). In other 
words, elites may reject a democratic regime for performance‐related reasons, not just 
because they lack a commitment to democratic values.

A second factor that may enter the strategic calculations of elites, and subsequently influ
ence the content of elite beliefs about democratic processes, is that political elites have 
access to the decision‐making institutions of a system. Some newly designed regimes ex
clude minority elites—for instance, along religious, ideological, or ethnic lines—and this 
usually reduces their willingness to accept democratic structures. For this reason, a num
ber of analysts suggest that during democratic transitions so‐called “pact‐making” elites 
must include all relevant elite sectors (Highley and Gunther 1992) in order to encourage 
most elites to accept new democratic institutions. These tactical considerations also be
come apparent in Hooghe's analysis of bureaucrats in the European commission: material 
incentives do shape their institutional preferences (Hooghe 2005).

(p. 76)

In summary, these studies strongly suggest that short‐term political calculations influence 
elites' willingness to endorse democratic institutions. This may overcome some of the 
deficits in democratic socialization—if the performance of new regimes is favorable. In 
other words, elites may become defenders of the democratic creed even if initially they 
are not strongly committed to democratic values. If, however, new democracies fail to 
perform adequately or elites are barred from access to decision‐making institutions, they 
may be unwilling to support democratic regimes even if they hold the right kind of be
liefs. Thus, the short‐term calculations of politicians may lead them away from being the 
guarantors of democracies, just as research on political tolerance suggests (see Gibson 
1988; Shamir 1991).

5 Conclusion
We conclude with the following assertions. First, the consensus pillar of the democratic 
elitism thesis cannot be assumed to be universally true. While elites may support democ
ratic beliefs, there is sufficient evidence to suggest that there are so many exception to 
this “rule” that it should not be taken for granted. Second, as a general rule, elite beliefs 
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tend to be more structured than mass beliefs. However, we also found evidence that the 
constraint pillar must be seriously qualified in new democracies since we encounter so 
many exceptions that it is questionable that this pillar applies to non‐democracies. Third, 
perhaps the strongest support emerges for the mass–elite pillar. To the degree that differ
ences between the two levels emerge, political elites are clearly more democratic than or
dinary publics. We do note, however, that this statement is relative: in conditions of high 
threat and in many non‐western democracies, the gap between masses and elites in their 
commitment to democratic principles shrinks considerably. Fourth, the few studies that 
examine the behavior of elites in carrying out their guardianship role raise serious ques
tions about whether elected elites are reliable guardians under conditions of high threat.

All in all, then, studies of elite belief systems have made some progress in articulating 
and examining the various components of elite theory. However, in order to make further 
advances we would like to see not just more studies of elite attitudes, but research de
signs that take advantage of recent advances in mass survey technology. The convention
al cross‐sectional survey is the predominant form of elite survey and is perfectly suitable 
for assessing the consensus of elite values and making static comparisons with mass sam
ples. But, as others have pointed out, it is poorly equipped to assess the dynamics of polit
ical reasoning or the strength of respondents' commitment to various ideals. Mass sur
veys on political tolerance, for example, now routinely incorporate a variety of survey ex
periments that can be used to assess how pliable one's initial responses are in the face of 
persuasive appeals and changes in critical features of civil liberties vignettes. While this 
technology has been employed (p. 77) in a handful of elite studies (e.g. Sniderman et al. 
1991), there obviously needs to be more, especially in order to assess the degree to which 
elites equivocate in their commitment to democratic principles under different political 
conditions.

In addition, there need to be more longitudinal studies of elite attitudes in countries 
where critical features of the political environment are changing in order to assess the 

dynamics of political learning and socialization of elites. We would like to know, for in
stance, whether elites in newly democratizing regimes adjust their values as a result of 
their experience with democratic politics. To our knowledge, only one study interviews 
the same political elites at two different time points in order to examine whether political 
attitudes change after a regime transition (Rohrschneider 1999). There are a host of un
resolved issues that can be addressed with panel data, such as the stability of elite atti
tudes, the extent to which elites reject democracies when the performance of institution 
fails, or, as mentioned in the previous paragraph, how pliable elite attitudes are.

We conclude, however, by pointing to an important area where we know surprisingly little 
about elite beliefs: what is the quality of the elites' actual decisions? We discussed some 
evidence, based on tolerance research, which questions whether political elites actually 
protect civil liberties when they make policy decisions (Gibson 1988; Shamir 1991). Over
all, however, there is a surprising shortage of studies that directly examine the actual be
havior of elites, particularly the short term, strategic factors and the foibles of human 
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judgment that prompt elites to depart from their role of expert decision makers and de
fenders of the democratic creed.

The exception is Philip Tetlock's work investigating the responsiveness of real experts' be
liefs to counterfactual information. Tetlock presents evidence that shows that, for a vari
ety of reasons, experts often render decisions that are often no better than those an ama
teur observer of policy issues would have made (Tetlock 1999, 2005). He presents persua
sive evidence that a number of mechanisms lead policy makers astray, in particular their 
prior commitment to a policy position that leads them to stick to a position even if it turns 
out to be incorrect, and their inability to incorporate new, discrepant information.

All in all, then, perhaps one poignant way to highlight the central conclusion of this chap
ter is to say that elites may be our best bet in securing democratic rights and civil liber
ties—but they are far from being a safe bet.
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Notes:

(1) After the 1984 elections, the Knesset considered banning one extremist group on the 
right (Kash, an extremist, anti‐Arab right‐wing group) and another on the left (the Pro
gressive List for Peace, an extreme left‐wing party espousing the views of Palestinian na
tionalism).

(2) We are somewhat tentative in our assessment, given the few numbers of studies which 
directly examine elite conceptions of democracies.
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Abstract and Keywords

This article discusses political psychology and choice, starting with an overview of the re
cent emphasis on the importance of emotion in understanding political choices. This is 
followed by a discussion of the research that deals with the ability of citizens to process 
information without any bias. It then highlights the contributions of methodological inno
vations to an understanding of political psychology. The article concludes with several re
flections on the political psychologists' emphasis on the importance of information, cogni
tion, and rationality in research for the past few decades.
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POLITICAL psychology is, at heart, concerned with the characteristics of individuals and 
of situations that are most conducive to a successful political system. For most political 
psychologists whose work is reviewed in this chapter, the ideal political system is a west
ern‐style democracy, with individual rights and responsibilities for self‐governance, com
bined with varying degrees of protection of minority interests. For these reasons, the 
kinds of citizen choices that are most valued and most widely studied are ones that re
flect these emphases. They include, but are not limited to, high levels of political informa
tion, active political participation, fair‐minded evaluation of political alternatives, and so 
forth.

Given the sheer volume of work in this burgeoning area, I cannot hope to do a thorough 
review of the many contributions of political psychology in recent years. Moreover, anoth
er recent volume in this same series, the Oxford Handbook of Political Psychology, does 
an admirable job in summarizing the many developments in this field (see Sears, Huddy, 
and Jervis 2003). Thus, I have chosen to highlight three of the more recent trends and 
most promising new areas of investigation in political psychology that have emerged over 
the last few decades. I explore these particular themes not only because they are recent, 
but also because they hold some promise of changing, in some fundamental way, how we 
think about political psychology.
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This chapter begins with an overview of the recent emphasis on the importance of emo
tion in understanding political choices. Next, I turn to research dealing with the ability of 
citizens to process information in an unbiased fashion. This category (p. 81) includes stud
ies of motivated reasoning and selectivity, as well as research on the effects of partisan
ship and ideology on the processing of information. Third, I highlight the contributions of 
methodological innovations to our understanding of political psychology. While no one 
method is a cure‐all, recent advances in the field of neuroscience are opening up new ap
proaches with the potential to help us better understand the black box psychological pro
cessing of political stimuli.

Finally, I conclude by reflecting upon political psychologists' emphasis on the importance 
of information, cognition, and rationality in research over past decades, examining 
rationality's use as a standard (both empirical and normative) for judging the quality of 
decision‐making processes. It is ironic that political psychology so often defines itself in 
opposition to rational choice approaches, and yet its standard for normative judgments is 
virtually the same.

1 The Role of Emotion in Political Choice
Over the last few decades, political psychologists have enriched our understanding of 
choice by incorporating emotion into models that were formerly almost exclusively cogni
tive in describing political decision‐making processes. In order to describe the progress 
(and lack thereof) in this domain, it is useful to first discuss several terms that are used 
more or less interchangeably within contemporary political psychology, including mood, 
affect, feeling, and emotion. As Kuklinski (2001) has noted, the study of these concepts 
within political psychology is still in its infancy, and “[we] do not always adopt the same 
conception of identically labeled psychological phenomena.” As a result, it is less clear 
than one might think what is and is not known about the role of emotion in political be
havior. I begin by sorting through some of the most frequently used terms and opera
tionalizations, and then turn to the difficulty of differentiating emotions from other phe
nomena.

Within political psychology, the term affect often is used to describe whether an individual 
likes or dislikes some political object, or whether it is positively or negatively valenced, or 
“affectively charged,” to use a popular terminology. Common measurement techniques 
such as feeling thermometers or Likert scales are used to ascertain an individual's posi
tive or negative evaluation of some political person, policy, or object.

Unfortunately, this operationalization of affect is often difficult or impossible to distin
guish from political judgments and opinions more generally. Few doubt that affect influ
ences political attitudes and the processing of political information, but as it is usually 
measured by political scientists, such positive or negative judgments need not necessarily 
result from emotional reactions. After all, one may feel positively or negatively toward a 
political object for reasons that are wholly cognitive in nature.
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(p. 82)

It has long been acknowledged, for example, that the strongest predictor of candidate 
choice in the American National Election Studies (ANES) comes from the feeling ther
mometer ratings of presidential candidates (see e.g. Bartels 1988). Such measures are of
ten referred to as indicators of affect toward the candidates, and yet this evidence is a 
weak basis on which to claim that emotion plays an important role in political choice. 
Thermometer ratings may instead represent running tallies of respondents' likes and dis
likes about the candidate over time, which is a far cry from the kind of visceral reaction 
to a political event that the study of emotion promises to help us understand.

Just as like or dislike for political objects and measures drawn from feeling thermometers 
should not be considered synonymous with emotion, another seemingly related concept— 
mood—is also frequently conflated with emotion. Whereas emotions tend to be fleetingly 
experienced in response to a specific stimulus, and then dissipate, mood refers to a much 
longer‐lasting phenomenon. Moods are also less focused in their target than are emotion
al reactions (see Bless 2001).

Because of the inconsistent use of terms in the study of emotion and politics, and because 
of highly variable operationalizations of those same terms, it is difficult to draw a clear 
line between research on political attitudes and studies of political emotion. Researchers 
have proposed a variety of theories of emotion over the last century, but almost all define 
emotion in terms of physiological arousal, which is often (though not necessarily) com
bined with a cognitive label of some kind. To be consistent with most psychologists' defin
itions, political emotion should involve some kind of negative and/or positive reaction to a 
political object, along with a concurrent experience of arousal. This visceral reaction may 
occur below the level of conscious recognition, and is relatively automatic, that is, it need 
not be mediated by cognition.

Conceptually, emotions also are different from attitudes in that emotional reactions are 
relatively short‐lived and highly focused. Perhaps because emotion involves well‐known 
physiological symptoms, it is often assumed that people must know it when they feel it. 
But emotions need not be particularly pronounced or obvious to the person experiencing 
them. Although the natural tendency in studies of emotion and politics is to treat the po
litical object that evokes the emotion as if it were the sole cause, the kind of cognitive la
bel that people give to emotion is determined at least in part by cues present in the envi
ronment at the time. Likewise, when arousal is artificially induced unbeknownst to exper
imental subjects, they will nonetheless report experiencing an emotion and attribute it to 
something even though it was not the actual cause of their arousal.

A great deal of research within political science has focused on particular types of emo
tions, such as anxiety, anger, fear, or enthusiasm. This focus most likely results from the 
steady supply of self‐report measures of these emotions in the ANES and other election 
surveys. Others have focused more on the extent to which emotional arousal occurs, with
out respect to the subspecies of emotion being experienced. Both approaches are rele
vant so far as they lead to an understanding of how emotions are involved in political atti
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tudes and behavior. Unfortunately, the traditional survey (p. 83) method has made it diffi
cult to disentangle the experience of emotional arousal from the cognitive assessment of 
the object and the labeling of the specific emotion.

To date, the most prominent theory tying emotion to political psychology is Marcus, Neu
man, and MacKuen's (2000) theory of affective intelligence, which posits that affect ulti
mately serves to make citizens more sophisticated. When anxious about how things are 
going in the political world, this generalized anxiety drives a search for more information, 
and for better use of existing information resources. Thus greater political “intelligence” 
is induced by emotion, at least this specific variety. Drawing on ANES data, Marcus and 
colleagues argue that generalized anxiety about politics causes people to engage in more 
effortful information gathering and processing. As a result, they are less likely to rely on 
default heuristics such as party identification in informing their vote preferences, and 
more likely to seek out and rely on substantive information. According to their formula
tion, emotion plays an indirect role in promoting more effortful processing by motivating 
citizens to seek out and use more information. In other words, emotion is the driving 
force behind a process that ultimately improves the quality of political decision making. 
More specifically, Marcus and colleagues argue that a specific positive emotion—enthusi
asm—elicits greater participation, whereas the negative emotion labeled anxiety elicits an 
information search.

The theory of affective intelligence has undoubtedly played an important role in renewing 
consideration of emotion in a field that has been heavily cognitive throughout its brief his
tory. Perhaps even more importantly, this work has brought about reconsideration of the 
normative perspective on emotion that is common to most political psychology. Much of 
political theory has disdained the role of emotion in political decision making and, until 
recently, political psychologists have largely followed suit. Psychologists have recognized 
the important role emotion plays in intelligent functioning, and how cognition alone leads 
to serious dysfunction. Political psychologists have been slower to take up the defense of 
emotion as a potentially positive force in political decision making.

The theory of affective intelligence is not without its critics. Although few argue with the 
general logic of the theoretical framework, nor that emotions may serve useful (as well as 
potentially harmful) purposes in the political world, the empirical evidence supporting af
fective intelligence has been criticized as limited and inconclusive. For one, evidence is 
limited to retrospective self‐reports of emotional reactions. Evidence of affective intelli
gence hinges on the validity of survey questions asking respondents to tell the interview
er whether a given political figure has ever made them feel angry, afraid, anxious, enthu
siastic, and so forth. While such measures have face validity, studies outside the political 
realm raise doubt that they provide accurate recall of previously experienced emotions. 
Without the presence of the emotion‐inducing event or object, such reports tend to be 
heavily mediated by cognitions (Breckler 1984). Likewise, induced emotion is quite differ
ent from semantically activated reports of emotion. As Niedenthal and colleagues (2003, 
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327) suggest, “affect infusion…requires that the perceptual aspects of an emotion are ex
perienced, not merely the semantic aspects.”

(p. 84)

In a related critique, Ladd and Lenz (2004) point out that while the theory of affective in
telligence suggests that a generalized anxiety among members of the electorate drives 
greater engagement and the search for more information, empirical evidence is based on 
whether anxiety is reported to have been produced by specific candidates. Thus it is not a 
general emotional state that is operationally tapped in examinations of affective intelli
gence, but rather how one feels about a candidate or candidates. Using ANES data, Ladd 
and Lenz show, not surprisingly, that candidate preference and vote choice are related to 
comparative emotions toward the two candidates. The extent that one candidate pro
duces more anxiety than another is strongly related to candidate preference. They argue 
that those reporting anxiety may, indeed, be more engaged, but only spuriously so, either 
because intensely held preferences drive both anxiety and engagement, or because politi
cal engagement leads to still stronger reactions to the campaign. As Ladd and Lenz note, 
the results seen thus far are consistent with evidence of affective intelligence, but they do 
not rule out other possible interpretations.

Clearly, some doubt exists regarding the specifics of affective intelligence, but few doubt 
that politics can be emotion provoking, nor that emotion matters to the political choices 
that people make. Although affective intelligence focuses our attention on the benefits of 
emotion for political behavior, emotion is also widely acknowledged to be potentially ma
nipulative. As Brader and Corrigan (2005, 1) point out in their study of the emotional con
tent of political advertisements, “The full significance of emotions for politics comes not 
because emotions influence the political behavior of citizens, but rather because political 
actors know that they do and try to capitalize on the power of emotions to achieve their 
goals.” Most consultants believe in the importance of emotional appeals, though these lay 
theories have not been validated by empirical evidence (e.g. Kaid and Johnston 2001).

Methodologically, political scientists find it difficult to study emotion as distinct from cog
nition. Survey data alone cannot make a strong case for emotions as a cause of most polit
ically relevant outcomes (e.g. Glaser and Salovey 1998; Isbell and Ottati 2002). But even 
in experimental settings, efforts to manipulate emotion without changing the information
al content of messages prove quite difficult. For example, in two experiments on the role 
of emotion in political advertising, Brader (2005) compares the reactions of subjects ex
posed to ads that include emotional cues for enthusiasm and fear to those that do not. Op
erationally, he does this by comparing a relatively negative script to a similar one that in
cludes evocatively fearful images and music, and a relatively positive ad to one that in
cludes enthusiastic music and images. He suggests that imagery and music are critical to 
emotional appeals, whereas verbal content is processed in highly cognitive ways. While 
there is some evidence that pictures are particularly good at inducing emotional respons
es relative to words, like most scholars, Brader relied on the post hoc report of emotion.
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It would be fairly simple to interpret the results of Brader's study if one could validate 
that information is entirely contained within the verbal content of communications, 
whereas changing the visual content and music alters only (p. 85) emotions. As psycholog
ical studies suggest, some words carry far more emotional content than others do, just as 
some pictures do (see Lang, Bradley, and Cuthbert 1997). But just as a picture is often 
said to be worth a thousand words, there is no clear way to change images and music 
within a presentation without also changing the information that viewers are given, and 
the context in which they are interpreting it. Within psychology, many researchers use 
standardized sets of words and pictures that allow them to roughly equate stimuli as 
strongly or weakly positive, negative or neutral in the emotions they elicit. But standard
ized stimuli like these have yet to be developed for political psychology. Moreover, to do 
so would be quite difficult. Whereas smiling babies and cute bunnies are consensually re
garded as producers of positive affect in the psychology lab, George Bush could be one 
person's positive stimulus and another's strong negative one.

How else might researchers manipulate emotion without inadvertently changing other 
variables in their designs? In one study, subliminal cues were used to induce emotional 
reactions without viewer awareness and thus also without changing the visual or verbal 
information of which subjects were cognitively aware (see Weber, Lodge, and Taber 
2005). This approach has the advantage of holding information constant, but it probably 
also mutes the potential effects that emotion might have relative to real world examples 
of emotion‐inducing messages.

Furthermore, even if one does not seek to manipulate emotion, but instead measures it as 
an outcome, our usual methodological toolbox is limited in what it has to offer. The heavy 
reliance on emotion as reported by subjects after the fact casts serious doubts on the ap
propriate interpretation of many studies. If, as many psychologists suggest, affect is most 
often experienced extremely quickly and often in the absence of conscious cognitive 
awareness (see Zajonc 1980; Bargh and Chartrand 1999), then the usual approaches to 
measurement will not do. People only become aware of their emotions if they are very 
strong emotions, and most directed at the political world probably do not reach that level. 
As Alford and colleagues (2005, 20) summarize, “Emotion produces choices and behavior 
without much in the way of controlled cognitive deliberation that is introspectively trans
parent.” Even if one trusts self‐reports, there is the additional hurdle of getting subjects 
to accurately recall felt emotions. Civettini and Redlawsk (2005) find that when affect is 
reported immediately after a stimulus, and then recalled later in the same experiment, 
there are nonetheless high levels of error in their self‐reports.

All of this is problematic for what we political scientists ask of our survey respondents 
and experimental subjects. There is no easy solution, but it seems doubtful that post hoc 
self‐reports of emotion will continue to be defensible as the standard measure of emotion
al response. If political psychologists are convinced—as we seem to be—that automatic, 
preconscious emotional reactions precede and shape the kind of subsequent cognitive 
processing that transpires, then there is little choice but to pursue alternative approach
es. If we are to further an understanding of emotion and politics that is more than simply 
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a repackaging of studies of political cognition, then we need to sort out our terminologi
cal inconsistencies and improve methods of measurement. Despite progress, we know far 
too little about the extent to (p. 86) which emotions are involved in political judgment. At 
best we can say that we have studied the effects of some emotions that citizens are aware 
of and can label, and can respond to in some purposive way. But that points to a huge lim
itation on current knowledge.

2 The Psychology of Biased Processing
Because of the ever‐increasing range of choice offered to citizens and consumers, one of 
the most active areas of political psychology research is the study of whether people are 
biased versus fair‐minded processors of political information. Do people assimilate infor
mation in a rational way, or do they raise the bar for convincing evidence when new infor
mation contradicts their existing views? Are they simply rational updaters who take new 
information and add it to their existing mix in order to formulate a new opinion? Or are 
they selective in what they expose themselves to and to what extent they revise their 
views accordingly?

This research is triggered in part by renewed interest in parties and partisanship in 
American elections. The early research suggesting that partisanship was declining in the 
1970s gave way to a consensus of “renewal” in the 1980s and 1990s (Fiorina 2002). The 
strength of the statistical relationship between party identification and vote choice rose 
continuously from 1972 to 1996, but this new consensus diffused relatively slowly 
throughout the discipline (see Bartels 2002). In addition, even widespread acceptance of 
the increased strength of this relationship has not necessarily meant that everyone 
agrees that party identification is now a stronger predictor of vote choice. As Fiorina 
(2002) points out, if party identification now works in concert with other determinants of 
vote choice that once predicted in opposite directions or not at all, then there may be 
good reason to call this new consensus into question.

More recently, Levendusky (2005) showed that party identification and ideology are much 
more tightly aligned now than in the 1970s. Whereas party ID and ideology were once 
largely orthogonal, liberals are now predominantly Democrats and conservatives are pre
dominantly Republicans. This sorting process, he argues, has occurred as a result of elite 
polarization. When elites are ideologically polarized and send homogeneous signals about 
what it means to be a Democrat/Liberal and a Republican/Conservative, then the elec
torate “sorts” themselves into more consistent categories, largely by changing ideology to 
align with party identification.

Interestingly, what it means precisely to “identify” with a political party remains an unan
swered question. Party identification is easily the most widely used concept in all of politi
cal psychology if not political science, but it has been reified to such an extent that its 
meaning is seldom questioned, except in comparative contexts. Moreover, the extent to 
which people in various countries will self‐identify with a party hinges precariously on 
how the question is asked. In a study comparing a (p. 87) variety of approaches to asking 
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about party attachments in Canada, the US, and Britain, Blais and colleagues (2001)
found that the extent of these publics willing to adopt these labels went from 76 percent 
to 48 percent, based on a minor change in the wording of the question.

Despite some skepticism about the newfound power of partisanship in the United States 
electorate, the strengthening of this statistical relationship has spawned a resurgence of 
interest in the extent to which partisanship biases the processing of political information. 
Whereas twenty‐five years ago one was more likely to read about partisanship in the aca
demic journals as a source of high levels of political knowledge, mobilization, and attitude 
consistency, many contemporary political psychologists study partisanship as a source of 
bias in the processing of political information. Political parties have been at the root of 
the debate over biased assimilation from the very beginning of election research. As An
gus Campbell and colleagues (1960, 133) argued, “Identification with a party raises a per
ceptual screen through which an individual tends to see what is favorable to his partisan 
orientation.” The theme of partisan resistance to new information persists in contempo
rary models of the vote, and it is argued to cause people to selectively consume informa
tion and/or selectively interpret the implications and importance of new information, so 
that it does not threaten their existing views.

Interest in selective perception and selective exposure has been with us since the earliest 
election studies (e.g. Lazarsfeld, Berelson, and Gaudet 1944), but only recently have 
these basic ideas taken root in more complex models of information processing. Selectivi
ty and biased processing represent one of the most active areas of research in recent po
litical psychology. As the number of avenues for obtaining political information has in
creased, political psychologists want to know whether citizens select sources that are 
more likely to reinforce their existing views. Further, to what extent is new information 
interpreted and processed so as to reinforce existing beliefs, and to what extent are citi
zens responsive to new information?

One prominent example of the emphasis on motivated reasoning is Lodge, Taber, and col
leagues' work suggesting that all political concepts are affectively charged as positive or 
negative, and that this information is stored in long‐term memory (see e.g. Taber, Lodge, 
and Glathar 2001; Lodge and Taber 2005). New information is not necessarily retained, 
but it is used to update the affective tags that are attached to these concepts in memory. 
When asked for an evaluation of a political concept, citizens are said to recall the affec
tive tally attached to the concept. Feelings serve as a summary of information that is no 
longer accessible in memory. This model represents a relatively rational approach to 
choice, though not necessarily in the Bayesian sense of rational updating.

However, as Lodge, Taber, and colleagues (e.g. Taber, Lodge, and Glathar 2001) have 
pointed out, an accurate model of political reasoning must take into account that it is of
ten motivated by goals other than accuracy. In their motivated reasoning model, the on
line tally is not simply an unbiased account of previously encountered information. In
stead, directional goals continually alter the processing and integration of new informa
tion into the tally. To the extent that the goal is to (p. 88) maintain one's prior beliefs (as 
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opposed to pursuing accuracy), people may ignore or devalue contrary information. They 
may also seek evidence selectively, biasing the considerations they draw from memory, 
exercising different levels of scrutiny for disconfirming evidence, and/or altering the 
weights attached to different criteria in a way that is less threatening to the prior belief. 
According to this model, directional goals “emerge spontaneously as the affective tags as
sociated with elements of the problem represented in long‐term memory are brought into 
working memory (hot cognition).”

According to this model, the direction and strength of affect toward a political person or 
idea will cause most citizens to be “biased reasoners” who fail to treat new evidence fair
ly: “Most citizens most of the time will be decidedly ‘partisan’ in what and how they think 
about and reason about political leaders, groups, events, and issues” (185). Interestingly, 
advocates of this model suggest that it is neither wholly a vice nor a virtue. On the one 
hand, an online tally provides a better summary of one's past evaluations than prefer
ences based on the recollection of specific pros and cons that happen to come to mind at 
any given point in time. The online model thus implies that choices are based on more in
formation than is evident in assessments of knowledge made at the time of the decision. 
On the other hand, that same affective tally biases the processing of subsequent informa
tion, and is, in that sense, normatively undesirable.

Lau and Redlawsk (2006) have constructed a closely related model of motivated reason
ing based on behavioral decision theory. In their model of the vote choice, they focus on 
the process of decision making and how individual motivations influence the extent to 
which voters choose correctly. They begin by accepting the notion that pre‐existing pref
erences bias subsequent assimilation of information, but they attempt to determine where 
such motivations enter into this process. Using an interactive information board/comput
er screen that allows people to seek out information in order to make decisions, they sug
gest that bias enters into information gathering and processing at many points along the 
way to decision‐making. Surprisingly, voters who use a classically rational decision‐mak
ing process, that is, one involving a deep and balanced information search, “were in many 
circumstances less likely to make a correct decision compared to voters using an intuitive 
or fast and frugal strategy” (Lau and Redlawsk 2005, 23). Barker and Hansen (2005) 
likewise question whether more information and deeper cognitive processing is the an
swer to what ails citizens. They found that subjects who engaged in systematic cognitive 
processing had weaker and less consistent attitudes than subjects in a control group.

Two recent studies stake out the ground on both sides of this important debate over 
whether citizens ultimately make good use of information. Gerber and Green (1999) use 
aggregate opinion data to argue that selectivity and perceptual bias are actually not the 
norm when citizens take in new information. Using over‐time aggregate data, they argue 
that Republicans, Democrats, and Independents all basically change their views in the 
same direction and to the same extent as a result of new information. Based on an analy
sis of presidential approval among Republicans, Democrats, and Independents, Gerber 
and Green (1999, 205) conclude (p. 89) that all three groups tend to go up and down to
gether over time: “Only the faintest traces of selective perception are evidence from par
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tisan tends in presidential approval. All three partisan groups move together—sometimes 
markedly—as party fortunes change.” They applaud this pattern as rational in both the 
colloquial and Bayesian sense of the term. In other words, citizens appear to demonstrate 
Bayesian learning, with all groups making equally good use of new information as it 
comes along. If people were truly biased processors, they argue, their views would not 
move in parallel in response to ongoing political events.

If Gerber and Green's claim is correct, it has far‐reaching consequences for some of the 
most widely believed tenets of mass political behavior. Partisanship, in this view, is simply 
a running tally of information and judgments that have occurred over time. It summarizes 
information efficiently but has no influence on choice independent of the information and 
value judgments that it encapsulates. This conceptualization stands in sharp contrast to 
the traditional idea of partisanship as a driving force in how people perceive, interpret, 
and respond to the political world. According to Gerber and Green, information is key to 
understanding the political fortunes of candidates and policies, and the public responds 
roughly as if it were updating its views accordingly.

For most political psychologists, Gerber and Green's conclusion is shocking if not implau
sible. How could so many studies, laboratory and otherwise, demonstrate findings of re
sistance to counter‐attitudinal information, particularly in the context of political views 
that have been relatively stable throughout a person's lifetime? If prior views do, in fact, 
bias the processing of new information, one would expect this pattern to be observable in 
the realm of political decision making if it happens at all.

Interestingly, using the same standard model of Bayesian updating as the basis for his 
conclusion, Bartels (2000) suggests that biased processing is alive and well in the Ameri
can public, with partisanship as its driving force. Bartels suggests that when oppositional 
partisan groups adjust their views in the same direction and to roughly the same extent 
over time, it is anything but evidence of Bayesian learning.

To help explain the basis for this difference of opinion, Figure 5.1 illustrates the same 
kind of over‐time evidence that convinced Gerber and Green that political psychologists' 
assumptions about biased processing were greatly exaggerated. As new information be
comes available to all three groups—say, for example, news that the economy has im
proved—all three partisan groups move toward higher levels of presidential approval. The 
trendlines in Figure 5.1 exemplify this parallel movement in presidential approval, though 
obviously from groups that began with very different attitudes toward a Republican presi
dent in this hypothetical example. Downturns due to bad news such as economic decline 
would cause all three groups' approval levels to plummet, as they do in this illustration 
between 1985 and 1988.
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Fig. 5.1  Gerber/Green representation of Bayesian 
learning

Fig. 5.2  Bartels representation of Bayesian learning

In contrast, Figure 5.2 provides an illustration of what Bartels thinks Bayesian learning 
should look like in over‐time public opinion data. As new information becomes available—
perhaps news that the economy has worsened—the three groups of partisans update their 
presidential approval ratings in light of their initial views. (p. 90)  In contrast to the Ger
ber/Green expectation, downward movement of approval due to negative information is 
not even across all groups, but is more pronounced in groups that begin with higher lev
els of approval. This occurs in a Bayesian model because the new information is more sig
nificant to the extent that it contradicts initial expectations. So, for example, in Figure 5.2
the decline in approval between (p. 91) 1981 and 1982 produces a shallower slope for De
mocrats, whose expectations for the Republican president were quite low to begin with. 
For Republicans, negative information of this kind is more of a surprise given their gener
ally positive expectations, thus the extent of impact is greater for this group as shown by 
the steeper downward slope between 1981 and 1982. Most importantly, the net effect of 
Bayesian updating is some convergence of opinion. Whether the news is positive or nega
tive, the three lines ultimately move closer and closer together over time. And even when 
the new information that citizens must incorporate is outside the range of expectation—
better than even what the most supportive expect, or worse than what the most opposi
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tional political group expects—the differential change in light of expectations should still 
bring the groups closer together if they are processing via Bayesian learning.

Thus Bartels suggests that we should not find real data that mimics Figure 5.1 

particularly reassuring in its implications. It substantiates, rather than refutes, the hy
pothesis of biased processing. Moreover, Bartels's conclusion comports with the bulk of 
evidence in political psychology—that is, that partisans are indeed biased assimilators 
and that patterns of Bayesian convergence such as what is illustrated in Figure 5.2 are 
uncommon.

Neither model, however, takes us through the full range of possibilities for how citizens 
respond to new political information. Thus far we have discussed these models in terms of 
events and information with clear positive or negative implications that all citizens would 
share. News that pollution levels have increased, or that unemployment is down, for ex
ample, would be received as negative and positive news, respectively, by all citizens. But 
new information about position issues as opposed to valence issues could easily create 
polarization within a Bayesian framework. For instance, if the “new information” about 
the president is that he vetoed a gun control bill, then Republicans should move in the 
more positive direction, if at all, and Democrats in a more negative direction. In this sce
nario, Bayesian learners should, quite rationally, polarize.

Whatever their differences, biased processing models are typical of contemporary politi
cal psychology in that they share an underlying skepticism that information is the cure for 
all that ails the quality of political decisions. If people are not passive recipients of infor
mation, but rather active choosers, interpreters, and rationalizers, then the limitations of 
information become apparent.

We are, in one sense, at an early stage in research that models biased processing, still 
sorting out what qualifies as evidence and what does not. To understand this process 
more fully in the future, researchers must unpack the process of biased assimilation in or
der to understand how bias occurs in the selection of information sources, the credibility 
granted to those sources, the discounting of information, and the relative weights given 
to new information in updating preferences. These are all separate mechanisms by which 
new information could differentially affect partisan groups based on their initial predispo
sitions.

(p. 92) 3 Beyond Self‐Report: New Sources of The
ory and Evidence
Methodologically, political psychology has been criticized for relying too heavily on cross‐
sectional survey data (e.g. Krosnick 2002). Although this criticism seems valid with re
gard to much of the past work in this subfield, a greater level of methodological pluralism 
is difficult to find in any other subfield within political science. Burgeoning pluralism is 
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evident in the kinds of methods political psychologists use as well as in the types of mea
sures they now employ to operationalize key concepts.

In comparing early research in political psychology with today's studies, there is a strik
ing difference in the extent to which political psychologists trust self‐reports as a means 
of getting at the black box processes involved in formulating political choices. For exam
ple, when authors of classics such as The People's Choice wanted to know why people vot
ed the way they did, they simply asked them. In contrast, the consensus view today is that 
the reasons people offer for their decisions “are better understood as justifications of a 
decision that has already been made” (12). (See also Lau 1982; McGraw 2000; Rahn, 
Krosnick, and Breuning 1994.)

For better or worse, humans appear to have little ability to introspect about the actual 
causes of their attitudes and actions. Nonetheless, they are disturbingly facile at rational
izing the choices and actions that they make. I say “disturbing” because as social scien
tists, we may be led on many a wild goose chase by people's abilities to rationalize their 
emotions and choices. In addition, it is disturbing to lose the comfort of believing that 
there is an accessible, transparent logic to individuals' political choices.

A dramatic example of the need to be skeptical of self‐report and introspective accounts 
of behavior is illustrated by Wegner (2002) in a study in which electrical stimulation was 
used unbeknownst to experimental subjects to force them to react involuntarily by stand
ing up. Despite the fact that their decision to stand was completely outside of their con
trol, a large percentage reported a logical reason why they did so. Our brains are appar
ently compelled to offer deliberate, conscious reasons for our actions, but these rational
izations may have little to do with what actually happens. If we cannot understand the ori
gins of our decision to sit or stand, how can we possibly understand the origins of a far 
more complex decision such as a vote choice?

What options do intrepid explorers of the black box psychological processes underlying 
political choices have to turn to? The good news is that the methodological repertoire for 
political psychology has undoubtedly expanded over the past fifty years. In addition to the 
survey data that served as the initial springboard for interest in the psychology of politi
cal choices, scholars now make regular use of laboratory experiments as well.

But the expansion in methodologies has not been exclusively toward imitating the inter
nal validity of psychologists' laboratory studies. In addition, experimental designs (p. 93)

embedded within surveys provide researchers with new insights into understanding the 
basis of sensitive and socially undesirable political opinions and behaviors such as non‐
voting (see Holbrook and Krosnick 2005) and negative attitudes toward racial minorities 

(Sniderman et al. 1991). What is more, field experiments have been brought back into the 
methodological mix as well, primarily by Green and his associates (see e.g. Green and 
Gerber 2002). Still others study the psychology of political decision making in the context 
of real world political choices, as Glaser (2002) did in his study of the effects of ballot 
structure on the outcome of school bond initiatives.
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Recognizing that so much of what political psychologists want to know may transcend the 
realm of self‐report or even self‐awareness, scholars also increasingly pursue measures 
that do not require research participants' conscious awareness or introspection. Re
sponse times in answering questions, for example, are used to better understand respon
dents' associations between positive or negative attributes and racial groups. In the most 
sophisticated applications of these techniques, researchers use complex designs to under
stand the associative links that facilitate attitudes.

The two most widely used paradigms for evaluating implicit (as contrasted with explicit) 
attitudes, are the “implicit association test” (IAT; see Greenwald, McGhee, and Schwartz 
1998), and the “bona fide pipeline” (BFP; see Fazio et al. 1995). The IAT measures the 
strength of an association between two target categories (e.g. black and white) and two 
attributes (e.g. good and bad) by having people categorize examples of the target and at
tribute categories at the same time. So, for example, respondents would be presented 
with a test stimulus (e.g. a picture of a flower), and asked to sort what they observe into 
one category if it is either Black or good, or a second category if the object is either White 
or bad. The speed with which they perform this task across a number of stimuli is then 
compared to the speed with which they perform the same task with the two groups 
switched so that they sort objects into either a Black/bad category or a White/good cate
gory. In this particular example, negative attitudes toward Blacks would be assessed by 
comparing response latencies on the Black‐bad and White‐good trials to the Black‐good 
and White‐bad trials. Interestingly, even when one knows how the test works and is aware 
of what is being measured, it is still next to impossible for respondents to falsify results 
by trying to respond more quickly to some pairings than others.

The BFP also measures implicit attitudes, but in this case a prime such as a Black or 
White face is presented before an adjective is shown. In this case, negative associations 
with Blacks would be demonstrated by faster latencies when Black faces and negative ad
jectives are shown, and slower latencies for Black faces followed by positive adjectives 
relative to the same latencies after the presentation of White faces.

Both techniques avoid the perils of self‐report and solve social desirability biases. In stud
ies of racial attitudes, they also predict race‐related behaviors (Fazio and Olson 2003). Al
though these are controversial measures of racial prejudice and of negative attitudes to
ward groups (see e.g. Arkes and Tetlock 2004), they are uncontroversial as indicators of 
the associations that people maintain, whether (p. 94) they act on them or not. One might 
well ask whether they are really necessary to political psychology outside of a few partic
ularly sensitive topics such as race. The answer to this question remains to be seen, but 
as political psychologists increasingly seek understandings of phenomena outside the 
realm of conscious awareness, techniques of this kind will undoubtedly become increas
ingly valuable.

Finally, another set of methods involving psycho‐physiological approaches to political atti
tudes and behaviors has opened up new possibilities as political psychologists begin to 
see how social neuroscience and psycho‐physiological measurement techniques may be 
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useful for understanding political attitudes and behavior. Technological advances in our 
ability to observe physiological evidence of the processes underlying political choice have 
drawn a small group of scholars to incorporate the tools of neuroscience into their work. 
Although a thorough review of studies that employ psycho‐physiological and social neuro
science approaches is beyond the scope of this chapter, a special issue of Political Psy
chology published in 2003 (Volume 24: 4) provides useful examples of how social neuro
science is increasingly incorporated into political psychology. Given the field's focus on 
understanding real world political events, these techniques are not likely to replace tradi
tional methods within political psychology, but they are a very promising means of aug
menting our limited access to people's internal states.

Recently political psychologists also have begun to draw on evolutionary psychology as a 
basis for understanding reactions to the political world. For example, Alford, Funk, and 
Hibbing (2005) use the results of twin studies to distinguish the environmental determi
nants of political attitudes from their inherited traits. They conclude that attitudes toward 
a wide variety of political issues, as well as affect toward the major parties, is significant
ly influenced by genetic predisposition. Likewise, Sidanius and colleagues' theory about 
the role of gender in social dominance orientation is rooted in evolutionary psychology. 
Mutz and Reeves (2005) also draw on evolutionary psychology to understand viewers' re
actions to incivility in televised political discourse.

To be sure, the potential applications of these approaches to political choice are in their 
infancy, but they appear relevant to some of the very same questions political psycholo
gists have been trying to answer for years. For example, brain imaging studies demon
strate that activity in one area of the brain can bias what goes on elsewhere in the brain, 
thus bolstering conclusions about biased processing. Moreover, there appears to be no 
centralized location in the brain for integrating information and making choices (see Al
ford, Hibbing, and Smith 2005). Thus there is unlikely to be any one calculus for political 
decision making.

To date, very little of this evidence is directed toward answering the kinds of questions 
that plague political psychology, but the implications are clear. For example, McClure et 
al. (2004) show that judgments made about immediate versus delayed gratification acti
vate different areas of the brain. As Alford and colleagues explain, “the time element 
stimulated different parts of the brain that are associated with different functions. Specif
ically, the possibility of immediate gratification seems to activate the emotional part of 
the brain, but when immediate gratification is not (p. 95) an option, the more reflective 
and cognitive part of the brain is activated.” As political scientists ponder how promises 
of tax cuts influence choice relative to long‐term promises to protect the environment, 
such findings may well become applicable.
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4 Information as the Gold Standard
It is a profoundly erroneous truism…that we should cultivate the habit of thinking 
about what we are doing. The precise opposite is the case. Civilization advances 
by extending the number of operations which we can perform without thinking 
about them. Operations of thought are like cavalry charges in a battle—they are 
strictly limited in number, they require fresh horses, and must only be made at de
cisive moments. (Alfred North Whitehead, 1911)

If an extraterrestrial took a cursory glance at the books published in political psychology over 
the past fifteen years, she would come away with the impression that what we earth people val
ue in our citizens is information, reason, and rationality. Consider, for example, Ferejohn and 
Kuklinski's Information and Democratic Processes (1990), Popkin's The Reasoning Voter (1991), 
Sniderman, Brody, and Tetlock's Reasoning and Choice (1991), Lupia, McCubbins, and Popkin's 

Elements of Reason: Cognition, Choice, and the Bounds of Rationality (2000), Page and Shapiro's 
(1992) The Rational Public, and so forth. These books do not concur on all matters, but the desir
ability of rational, well‐informed political choices resonates throughout all of these volumes.
A closer look would reveal that the bulk of studies concur that people do not have loads of 
information about politics—indeed, far from it. But this closer examination would 
nonetheless suggest that most political psychologists wish citizens had perfect informa
tion, and think the political process would be far better off if citizens could at least better 
approximate this goal. As Kuklinski (2002) has suggested, rational choice assumes citi
zens are even‐handed processors of information, while political psychology tends to as
sume (and to find) that they are not, though it nonetheless argues that they should be.

In this respect, Whitehead's statement above may seem an anathema from the perspec
tive of political psychology. What could be more sacred than the idea that good citizens 
should put a great deal of thought into the political choices they make? Are we, indeed, 
depleting citizens' resources by asking them to make too many political decisions? Or are 
we reaching the wrong conclusions by assuming that the best decisions are ones made 
based on the most information? It is worth remembering that the well‐educated citizen 
was not always the gold standard in politics.

Contemporary political psychology is beginning to question whether a classic rational de
cision‐making process is truly what political psychology should pursue (p. 96) as its gold 
standard. In all three of the areas discussed in this chapter, political psychologists are re
considering the emphasis on information and cognition as the root of ideal political 
choice. Studies of emotion and politics suggest that emotion is equally, if not more, impor
tant to political choice than cognition, and they question whether that is necessarily a bad 
thing. Studies of information processing suggest that information is severely limited in its 
capacity to improve political choice given the extent of biased processing; moreover, ra
tional decision making does not necessarily mean better choices. As new approaches to 
measurement are applied to political choice, they further suggest that much of human de
cision making—political or otherwise—may be driven by processes of which citizens are 
not aware.
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Taken together, these trends suggest that one of the most long‐lasting premises of politi
cal decision making—that information gathering, thinking, and reasoning make for supe
rior political decisions relative to visceral, subconscious reactions—is being called into 
question. Whereas political psychologists in the past have thought of citizens as informa
tion processors, they are rapidly becoming seen as less purposeful and as having less con
scious control over their preferences. Whether such a representation of citizen choice is 
more accurate than the citizen as rational processor and/or more normatively desirable 
remains to be seen. In an era when voters are being asked to make more individual politi
cal choices than ever before, the horses may indeed need rest.
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Abstract and Keywords

This article presents a survey and interpretation of the contributions made by network 
theories on the study of citizens and democratic policies. The article serves as an 
overview of the topic. It begins by locating the network research within the rich substan
tive and theoretical tradition of individually and group-based studies of electoral politics 
and public opinion. It addresses some methodological issues in the study of political infor
mation networks. The article ends with the discussion of theoretical and substantive in
sights that were generated in several studies, such as the study of communication and 
persuasion among citizens.
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CITIZENSHIP takes on meaning through processes of communication, persuasion, and 
conflict that occur among interdependent citizens. Opinions, choices, and patterns of en
gagement do not arise as the inevitable consequences of individual characteristics, na
tional crises, or news media coverage. Neither do they arise as the necessary results of 
an individual's location within particular groups and environments. Rather, interdepen
dent individuals arrive at choices and decisions as interactive participants in a socially 
imbedded process that depends on networks of communication among and between indi
viduals within particular settings (Granovetter 1985; Zuckerman 2005).

This view of the citizen's role in democratic politics is anchored in some of the earliest 
and most influential empirical treatments of elections and campaigns—studies recogniz
ing that the group basis of politics plays an important role, not only for politicians and ac
tivists, but for ordinary citizens as well (Lazarsfeld, Berelson, and Gaudet 1948; Berelson, 
Lazarsfeld, and McPhee 1954; Campbell et al. 1960, 1966). Indeed, in his economic theo
ry of democracy, Downs (1957) provides an efficiency motivation for this view, arguing 
that citizens quite sensibly make use (p. 101) of socially supplied information in their ef
forts to reduce the costs of political information. By relying on the advice of politically ex
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pert associates whose political biases are similar to their own, Downs argues that individ
uals are able to offload the costs of collecting, analyzing, and evaluating political informa
tion.1

Network theories of citizenship are inspired by these early insights regarding the impor
tance of communities, groups, and political information exchanges among and between 
individuals. At the same time, network theories rely on a conceptual apparatus that 
moves beyond the traditional definitions of primary groups, organizations, and societal 
groups to define networks in terms of the relationships that exist among individuals—
within and beyond the boundaries of traditionally defined groups. The introduction of 
communication networks into the study of democratic politics provides new insights on 
individuals and groups at multiple levels of analysis, thereby providing a direct assault on 
a range of micro‐macro problems that confront political analysis (Eulau 1986).

This chapter provides a survey and interpretation of the contributions made by network 
theories to the study of citizens and democratic politics. This overview begins by locating 
network research within the rich substantive and theoretical tradition of individually and 
group‐based studies of public opinion and electoral politics. The chapter then addresses a 
series of methodological issues in the study of political information networks. Finally, at
tention turns to the particular substantive and theoretical insights generated in the study 
of communication and persuasion among citizens; the persistence and consequence of po
litical disagreement and heterogeneity within communication networks; citizenship ca
pacity, social capital, and the diffusion of political expertise among citizens; communica
tion networks and collective action; and the roles of groups and networks in modern poli
tics.

1 Political Science Roots
The importance of social imbeddedness and interdependence among citizens is in many 
ways old news to most political scientists. Some of the earliest and most influential treat
ments of political behavior and citizenship addressed patterns of communication, persua
sion, disagreement, and conflict that occur among and between citizens. The Columbia 
studies focused on patterns of communication and influence in their early election studies 
in Elmira, New York, and Erie County, Ohio (Lazarsfeld, Berelson, and Gaudet 1948; 
Berelson, Lazarsfeld, and McPhee 1954). In Southern Politics, V. O. Key (1949) identified 
white racial antagonism as an inherently political response most likely to occur when 
black racial concentrations threatened white hegemony in local politics. Warren Miller 
(1956) demonstrated the political (p. 102) disadvantages of minority status by examining 
the plight of partisan minorities within counties. Butler and Stokes (1974) argued that 
British voting behavior within social classes was contingent on the class composition of 
local constituencies.2

These early lessons are easily forgotten, particularly in the face of the dominant data col
lection technologies used to study political behavior and public opinion—most surveys 
produce information on socially independent individuals. At the same time, creative sam
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pling designs have made it possible to aggregate individual survey responses at the level 
of politically meaningful geographic units, producing measures of central tendency and 
dispersion for opinions that are geographically organized. Important progress in the con
textual analysis of political behavior continues to be accomplished by combining survey 
data at the level of individuals either with aggregate census and voting data or with sur
vey data aggregated according to the spatial boundaries within which survey respondents 
are located (Segal and Meyer 1974; Wright 1976; Cho 2003; Pattie and Johnston 1999; 
Peffley and Rohrschneider 2003).3

Network studies can be seen as a particular species within a larger genus—as one type of 
a contextual analysis of politics (Knoke 1990). Eulau (1986) and Przeworski and Teune 
(1970) define contextual factors in terms of the aggregation of individual characteristics 
that affect individuals through processes of social interaction. Hence, contexts are creat
ed through the particular composition of the individuals who make up some group or ag
gregate population. Network studies diverge from contextual studies in their effort to in
corporate a direct mapping for the particular patterns of recurrent interaction among ac
tors. Absent direct measures on patterns of communication, neither the individual mea
sures nor their associated aggregate versions directly address the specifics of communi
cation and persuasion among the individuals who make up the aggregates.

2 Networks, Ecological Fallacies, Individualis
tic Fallacies
What difference does all this make? Ignoring individual interdependence creates the po
tential for misspecifying the effects of both the individual and the aggregate factors that 
underlie political behavior. Assume for the moment that a positive association exists be
tween contexts and networks—that people who reside in Democratic settings, for exam
ple, are more likely to encounter Democrats within their networks of political communica
tion (Huckfeldt 1986). If various forms of political behavior are, in turn, contingent on an 
individual's location within networks of political communication, the likelihood of engag
ing in a behavior—holding an opinion, (p. 103) voting for a candidate, putting up a politi
cal yard sign—is apt to vary across these various contextual units of aggregation. Thus, 
aggregate analyses that ignore important patterns of interdependence enhance the risk 
of producing ecological fallacies (Achen and Shively 1995; Goodman 1953, 1959; King 
1997; Przeworski 1974; Sprague 1976).

The corollary individualistic fallacy is just as important: an individual‐level analysis that 
ignores patterns of interdependence runs the risk of mistakenly specifying the relation
ships between individual characteristics and individual behavior (Huckfeldt and Sprague 
1995, 28–32). Indeed, both individualistic and ecological fallacies suffer from the same 
problem—the stated or unstated assumption that individual characteristics and attributes 
translate directly into likelihoods of opinions and behaviors independently of the net
works and contexts within which individuals are imbedded. Individualistic fallacies are 
based on individual‐level data, and ecological fallacies on aggregate data, but both ignore 
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the implications that arise due to patterns of individual interdependence located in time, 
place, and setting.

In a straightforward, intriguing, and historically important analysis, Herbert Tingsten 
(1963) demonstrated that working‐class residents of Stockholm were more likely to vote if 
they lived in working‐class neighborhoods. One might construct a number of hypothe
sized explanations for this pattern. Perhaps the socialist parties were more likely to con
centrate their mobilization efforts in working‐class districts. Perhaps working‐class neigh
borhoods made it more likely that working‐class residents would interact with other 
workers, thereby encouraging political identities as workers and supporters of the work
ing class. Canache (1996), Langton and Rapoport (1975), Putnam (1966), and others con
sider similar explanations for patterns of partisan behavior in Honduras, in Santiago, in 
American counties, and elsewhere. In all these instances, patterns of concrete social rela
tions leading to distinctive patterns of political communication are responsible for pro
ducing environmentally contingent patterns of political behavior. And these environmen
tal contingencies on individual behavior are precisely the circumstances that give rise 
both to ecological and to individualistic fallacies.

How common are these problems? Is the Tingsten result a rare case? The literature pro
duces an abundance of examples in which individual political behavior occurs at the inter
section between individual predispositions and various forms of social interaction and 
communication. For example, in their analysis of education and citizenship, Nie, Junn, and 
Stehlik‐Barry (1996) argue that individual educational achievement stimulates political 
participation, but that participation is depressed by individual levels of education that lag 
behind the educational levels of others in the environment. In these various bodies of 
work, the authors point toward complex forms of interdependence among actors that can 
be directly addressed by imbedding the individuals within networks of interaction and 
communication. Replacing aggregate analyses with individual‐level analyses is not a solu
tion to the problems addressed by these studies—it would simply replace a misspecified 
aggregate model with a misspecified individual‐level model. The first instance produces 
an ecological fallacy, the second produces an individualistic fallacy, and both arise due to 
unspecified patterns of interdependence among political actors.

(p. 104) 3 Surveys and the Measurement of Social 
Networks
During the 1940s and 1950s, an important series of scholarly efforts fundamentally al
tered the intellectual terrain for studies of voting, elections, participation, and public 
opinion (Lazarsfeld, Berelson, and Gaudet 1948; Berelson, Lazarsfeld, and McPhee 1954; 
Campbell et al. 1960, 1966). The ensuing revolution in the study of democratic politics in
stitutionalized the innovation of the modern sample survey as the fundamental tool for 
studying electoral politics, not only in the United States but worldwide. The question that 
naturally arose was, how does one incorporate studies of communication networks into a 
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study design which intentionally and necessarily randomly samples individuals who are 
independent of one another?

The answer to this question was less than straightforward. Some of the earliest and most 
analytically powerful implementations of network research involved complete enumera
tions of the relationships within well‐defined populations (e.g. monasteries, churches, or
ganizations). That is, the presence or absence of particular relationships are documented 
between each and every dyad within a population, and these relationships are, in turn, 
analyzed using a range of powerful analytic techniques (Wasserman and Faust 1994; 
White 1970). These analytic techniques are very useful to many political science research 
settings, and they are more likely to be employed successfully within a range of substan
tive applications involving interaction among political elites, within policy‐making sys
tems, and within and among courts and legislatures (Heinz et al. 1993; Knoke et al. 1996; 
Lauman and Pappi 1976; Lubell and Scholz 2001; Schneider et al. 2003; Fowler 2006). At 
the same time, their applicability is typically less straightforward in the context of the 
large populations that provide the primary object of study for scholars concerned with 
studies of mass behavior:4 public opinion, participation, voting, and legal compliance (see 
Roch, Scholz, and McGraw 2000). Within this intellectual domain, contextual measures of 
population composition were often treated as an acceptable alternative measurement de
vice. The problem with this practice is that it obscures the very real differences between 
contexts and networks in the study of voting, elections, and public opinion (Huckfeldt and 
Sprague 1995).

One solution to the problem came in the form of social network batteries, name genera
tors, and the conception of egocentric networks, all of which are implemented in the con
text of a traditionally defined sample survey. An early implementation of such a strategy 
took place in the 1966 Detroit Area Study, directed by Edward Laumann (1973). Rather 
than conceiving a network in terms of the pattern of relationships defined by a space, 
place, or group, the egocentric network is defined in terms of the relationships that con
nect to a particular individual, measured through a battery of survey questions in which 
respondents name and then describe their personal networks (see Burt 1986; Marsden 
1987).

(p. 105)

The particular form and wording of network name generators vary across different ef
forts, but a respondent to a survey might typically be asked to identify the first names of 
the people with whom she discussed the events of the past election campaign.5 After iden
tifying some number of names, the interviewer asks the respondent a battery of questions 
about each of the identified discussants: the nature of the relationship between the re
spondent and the discussant, the reported frequency of interaction with each discussant, 
the reported frequency of political discussion, the relationships among the discussants, 
the respondents' perceptions of the discussants' opinions and viewpoints, as well as the 
respondents' perceptions regarding the frequency of disagreement with each of the dis
cussants.
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Some studies add a snowball component to the sampling design in which interviews are 
conducted with the discussion partners who have been identified by the main respon
dents to the initial survey. These second stage surveys are useful for several purposes. 
They provide reciprocity measures, as well as verification regarding the main 
respondent's ability to identify the discussants' preferences accurately. The snowball sur
vey also provides measures of preference intensity for the discussant—the self‐reported 
strength or extremity of discussant opinions. These intensity measures, in turn, create an 
opportunity to study the factors that enhance and impede the effectiveness of communi
cation among and between citizens, as well as factors that enhance discussant influence.

Moreover, snowball surveys provide measures of engagement, participation, and political 
expertise for discussants within a political communication network. These measures 
make it possible to consider the value added problem in democratic politics—the extent 
to which communication among and between citizens helps to enhance the capacity of in
dividual citizens, as well as the capacity of the electorate as a whole (Huckfeldt, Ikeda, 
and Pappi 2000; Huckfeldt 2001). In these and other ways, social network batteries cou
pled with snowball surveys of the main respondents' self‐identified political networks pro
vide naturally occurring laboratories for the investigation of political persuasion and com
munication processes among and between citizens.

4 The Relationship between Contexts and Net
works
The line of demarcation between contexts and networks has sometimes been fuzzy in po
litical science research. Part of the difficulty has been rooted in the perception that con
texts are simply a poor person's measure of networks. That is, lacking the ability (p. 106)

to produce a detailed mapping of the networks within which survey respondents are 
imbedded, analysts have often employed a random mixing assumption that provides a 
simple substitution of contexts for networks. The problem with this conceptual confusion 
is that networks are not a simple and direct translation of the contexts and opportunities 
for social interaction that surround an actor. Rather, networks are formed at the complex 
intersection between individual preference, individual engagement, and individual loca
tion within particular contexts. Hence, important differences exist between the networks 
and contexts of political behavior (Huckfeldt and Sprague 1995).

A primary difference relates to issues of endogeneity and exogeneity in the construction 
of contexts and networks. Even if an individual resides in a Democratic neighborhood in a 
Democratic city in a Democratic state, and even if she works at a workplace dominated by 
Democrats, she may still manage to find Republicans with whom to eat lunch (Finifter 
1974). One can think in terms of a mobile context defined in terms of the “life space” that 
is occupied by a particular individual (Eulau 1986). This abstract life space might be cre
ated in response to the numerous locations of the individual in time, space, and social 
structure, thereby including all the opportunities that an individual has for social interac
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tion. Conceived in such a manner, networks must be seen as being endogeneous both to 
individual preference and to the contexts where individuals are located.

If individuals reside in contexts composed entirely of Republicans, their discussions will 
take place with Republicans unless they decide to forgo political conversation. At the 
same time, individuals in heterogeneous contexts do not simply roll over and accept what
ever the context happens to provide. They impose their own preferences as constraints on 
the search process. In this way, the construction of communication networks within the 
boundaries of social contexts can be seen as a problem of supply and demand—as individ
uals desiring to find acceptable associates in a context that sets constraints on supply.

5 Network Construction, Self‐selection, and the 
Intersection of Stochastic Processes
Both supply and demand are usefully seen as inherently stochastic processes—processes 
that reflect probabilities related to particular combinations of individuals, individual char
acteristics, contexts, small‐ and large‐scale population concentrations, and opportunities 
for social interaction. Supply is stochastic because the constraints imposed by the compo
sitional properties of a particular context are inevitably probabilistic. The individual se
lection of discussion partners is stochastic (p. 107) because potential discussants carry 
along with them a bundle of characteristics, and a single discussion partner serves a vari
ety of purposes. Hence, the construction of political communication networks occurs 
within the constraints of supply that are imposed by particular contexts, guided by the se
lection principles of the individuals who are engaged in constructing the networks, and 
the resulting communication networks thereby occur at the stochastic intersection of two 
inherently stochastic processes (Boudon 1986). At the same time, a number of formula
tions and empirical applications suggest that supply looms large in the production of 
these networks (Coleman 1964, ch. 16; Huckfeldt 1986; Huckfeldt and Sprague 1995).

In this context, the argument that individuals are influenced through political communica
tion with other individuals is inherently vulnerable to a self‐selection counter‐argument 
(Achen and Shively 1995). According to this argument, for example, strong supporters of 
the Japanese Liberal Democratic Party often choose to live in LDP neighborhoods, to be 
employed at workplaces full of LDP supporters, and to talk about politics with other sup
porters of the LDP. If a study finds that individuals who work in LDP workplaces are more 
likely to talk politics with supporters of the LDP, a sometimes difficult‐to‐answer counter‐
argument might be that LDP supporters choose both to work at LDP work places and to 
associate with other LDP supporters. Hence, by implication, the relationship between the 
context and the network is spurious—exposure both to networks and to workplaces might 
be influenced by individual choice.

One response to this problem is to consider the relationships between contexts and net
works in a setting where contextual self‐selection is an unlikely option. Conceive an ad
vanced democracy as a (very large) context, where the likelihood of self‐selection on po
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litical grounds is very low. Based on this level of measurement, several efforts consider 
the likelihood that party supporters will encounter disagreement within their political 
communication networks as a function of the party's level of support in the electoral poli
tics of the country as a whole. In a study based on Germany in the 1990 election, Japan in 
the 1993 election, and the United States in the 1992 election, respondents who support 
one of the major parties are much more likely to report agreement than supporters of the 
minor parties and candidates (Huckfeldt, Ikeda, and Pappi 2005; also see Ikeda and Huck
feldt 2001). American Democrats are less likely to report disagreement than Perot voters; 
Japanese LDP voters are less likely to report disagreement than the supporters of the 
Sakigake—a minor party that no longer exists; German Christian Democrats are less like
ly to report disagreement than supporters of the Green Party; and so on.

It is equally important to emphasize that each party's supporters report levels of agree
ment within their networks that surpass random mixing expectations. The moral is not
that individuals fail to exercise discretion in the construction of political communication 
networks. Once again, political communication networks are created at the intersection 
of individual choice and environmental supply, and neither individual‐level factors nor ag
gregate factors can provide a full explanation for network construction.

(p. 108) 6 Persuasion and Communication Effective
ness among Citizens
The laboratories created by the snowball surveys provide the opportunity to assess fac
tors affecting persuasion and communication effectiveness among citizens. In general, 
main respondents are better able to recognize preferences accurately if they share the 
preferences. These results complement an important stream of research related to the 
false consensus effect—an effect in which the individual perceptions of the preferences 
held by others are biased toward agreement (Fabrigar and Krosnick 1995). One explana
tion for this false consensus bias builds on cognitive dissonance theory—people find dis
agreement to be disturbing and they misinterpret the messages sent by the discussant 
(Festinger 1957). Another explanation is conflict avoidance—individuals avoid conflictive 
conversations thereby obscuring the communication of disagreement (MacKuen 1990).

Although these are plausible and often compelling arguments for misperception in many 
contexts, several persistent patterns make these explanations less than fully satisfying in 
the context of political communication networks. First, not only are main respondents 
less likely to perceive a discussant's viewpoints accurately if they disagree with the dis
cussant, but they are also less likely to perceive a discussant's viewpoints accurately if 
they believe that other individuals in the network hold a preference that is different from 
that reported by the particular discussant. Hence, in making a judgment about another 
individual's preference, individuals may be generalizing on the basis of their own immedi
ate circumstances—they may be reaching the judgment on the basis of prior information 
taken from the environment. For example, if the main respondent is voting Democratic, 
and she believes that all her other associates are voting Democratic, she may miss the 
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fact that one of them is actually voting Republican. In this context, it is important for po
litical scientists to remember that relatively few citizens wear their preferences as lapel 
pins, and preferences are often socially ambiguous, even in networks explicitly identified 
to be political. Hence, respondents are likely to form judgments based on prior expecta
tions that arise through recurrent patterns of social interaction (Huckfeldt et al. 1998a).

Moreover, while the accuracy of respondent perceptions is compromised by disagree
ment, either between the respondent and the discussant or between the particular discus
sant and the more generalized network, these same forms of disagreement do not com
promise the confidence of the respondent in his perceptions of the discussant's prefer
ences, or in the accessibility of these perceptions, measured in terms of response laten
cies or response times (Huckfeldt, Johnson, and Sprague 2004). In short, there is little ev
idence to suggest that individuals are uncomfortable or unwilling to acknowledge dis
agreement.6 Finally, while these communication (p. 109) biases produced by disagreement 
are theoretically important, we should not miss the forest for the trees—overall levels of 
accuracy within the communication networks are quite high, even in the face of disagree
ment.

Why might individuals be relatively well equipped to confront disagreement politically? 
First, citizens who are less engaged by politics may be less troubled by disagreement. Se
cond, the inherently subjective nature of politics and political preferences may make it 
easier for one individual to comprehend why disagreement might occur (Ross, Bierbrauer, 
and Hoffman 1976). Finally, some evidence suggests that citizens who encounter diver
gent preferences within their communication networks are less likely to feel that the pref
erences are extreme or unreasonable (Huckfeldt et al. 2005).

Many of the same factors that affect the accuracy of communication also affect persua
siveness. In particular, discussants are more likely to be influential if their preferences 
are widely shared within the larger networks within which respondents are located 

(Huckfeldt, Johnson, and Sprague 2004). In other words, an individual who communicates 
a widely shared preference is both more likely to be correctly understood, as well as be
ing more likely to be influential. In this way, the realization of influence and persuasion 
within dyads is itself autoregressive, depending on the distribution of opinion within the 
larger network of which the dyad is only one part (Huckfeldt et al. 1998a; also see 

McPhee 1963).

The effectiveness and persuasiveness of political communication among citizens also de
pend, in very profound ways, on the particular preferences and characteristics of the 
messenger. Citizens with strong, unambiguous preferences are more likely to be correctly 
perceived, and they are, correspondingly, more likely to be influential. In contrast, there 
is little evidence to suggest that citizens with strong preferences are unable to perceive 
the preferences that are communicated by others. Hence, it is not that individuals with 
strong preferences are incapable of recognizing disagreement when they encounter it—
citizens with strong preferences are excellent messengers, and their ability to perceive 
the messages of others is not compromised (Huckfeldt, Johnson, and Sprague 2004).
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7 The Persistence and Consequence of Network 
Heterogeneity
Important bodies of work point toward individuals withdrawing from political engage
ment as a consequence of disagreement (Lazarsfeld, Berelson, and Gaudet 1948; Berel
son, Lazarsfeld, and McPhee 1954). Other important work points to the problematic ca
pacity of maintaining disagreement within a population as the stable equilibrium outcome 
of a dynamic communication process (Abelson 1979; Axelrod 1997; Marsden and Friedkin 
1994). But if disagreement produces a political angst that (p. 110) leads to a withdrawal 
from civic life on the part of individual citizens, or if political diversity is inevitably elimi
nated as a consequence of communication among citizens, we are left in a difficult situa
tion with respect to the capacity of citizens for the give‐and‐take that undergirds democ
ratic politics.

Recent analyses have reconsidered the factors that create and sustain political hetero
geneity within communication networks. The presence of disagreement within political 
communication networks has generated some debate, however, with Mutz (2006) arguing 
that Huckfeldt, Johnson, and Sprague (2004) overstate levels of disagreement. Direct evi
dence with respect to this issue has accumulated over more than twenty years, most re
cently in the 2000 National Election Study. Among those respondents interviewed after 
the election who identify at least one discussant, only 41 percent of the Gore voters per
ceive that all their discussion partners support Gore, with 36.7 percent naming at least 
one discussant who supports Bush; only 47 percent of the Bush supporters perceive that 
all their discussion partners support Bush, with 35.5 percent naming at least one discus
sant who supports Gore (Huckfeldt, Mendez, and Osborn 2004). Comparable levels of dis
agreement are demonstrated in other studies (Huckfeldt, Ikeda, and Pappi 2005; Huck
feldt and Sprague 1995; and Huckfeldt, Johnson, and Sprague 2004). Moreover, individu
als located within networks of increasing size—in Germany, Japan, and the United States
—are dramatically less likely to report homogeneous agreement within their networks 

(Huckfeldt, Ikeda, and Pappi 2005).

All these studies consistently demonstrate strong evidence of clustering—Republicans are 
more likely to talk politics with Republicans, Social Democrats with Social Democrats, 
Komeito supporters with Komeito supporters, and so on. We would expect nothing less. To 
the contrary, these studies demonstrate that patterns of both agreement and 

disagreement can be profitably understood within complex processes of communication 
and persuasion.

7.1 How does heterogeneity persist?

Huckfeldt, Johnson, and Sprague (2004) adopt an agent‐based, computational strategy to 
address the conditions that give rise to persistent heterogeneity within communication 
networks. Drawing on the work of Abelson (1979) and Axelrod (1997), their analysis con
structs a series of simulations that are motivated by a range of empirical analyses. Build
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ing on survey analyses, these simulations suggest that diverse preferences are more like
ly to survive in circumstances where the consequences of political communication and in
fluence between two individuals depend on the distribution of preferences across the in
dividuals' larger networks of communication. In this way, communication and influence 
are autoregressive—the probability of agreement within a dyad depends on the incidence 
of the particular opinion or viewpoint within the larger network of communication.

These agent‐based models incorporate an inherently non‐linear representation of commu
nication and influence within and among these micro‐environments, thereby (p. 111) pro
ducing complex, non‐deterministic outcomes. In higher‐density networks, where everyone 
communicates with everyone else, autoregressive patterns of influence can be expected 
to reinforce tendencies toward homogeneity. In contrast, autoregressive mechanisms can 
be expected to sustain opinion diversity within lower‐density networks—networks where 
an individual is less likely to communicate with the associates of her own associates. In 
these lower‐density networks, patterns of communication are often characterized both by 
structural holes (Burt 1992) that create communication gaps between networks, as well 
as by the influential individuals who bridge these gaps (Granovetter 1973). Disagreement 
is more likely to be sustained in these circumstances because disagreeing individuals fre
quently receive support for their preferences elsewhere in their communication net
works, from individuals who are not connected to the source of disagreement (Huckfeldt, 
Johnson, and Sprague 2004).

The implications for democratic politics are quite important. If election campaigns only 
serve to recreate a pre‐existent political homogeneity within social groups, then the col
lective deliberations of democratic citizens are divorced from the dramas and events of 
politics. Alternatively, to the extent that citizens participate in a process that includes dis
agreement as well as persuasion, the systematic processes of communication that occur 
within these networks become crucial to democratic outcomes, even though the direction 
and magnitude of the effects may be both complex and indeterminate (Boudon 1986).

7.2 What are the consequences of heterogeneity?

The consequences of network heterogeneity and the experience of political disagreement 
have stimulated a number of research efforts, and a consensus has not yet emerged re
garding the political effects of disagreement. Huckfeldt, Johnson, and Sprague (2004) 
argue that political heterogeneity is more likely to persist within larger, more extensive 
communication networks. Network size, in turn, is predicted by some of the same factors 
that predict political involvement and engagement. Individuals with higher levels of edu
cation and more extensive organizational involvements are more likely to reside in larger 
communication networks. Hence, the same individuals who are able to draw on larger re
serves of social capital are also more likely to be politically active and engaged (Lake and 
Huckfeldt 1998), as well as to experience a more diverse mixture of political opinions and 
viewpoints within their networks of political communication. These analyses and others 
(Huckfeldt, Ikeda, and Pappi 2005; Huckfeldt and Mendez 2004) find little evidence to 
suggest that political disagreement and diversity within communication networks pro
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duce politically disabling consequences in terms of political participation. Indeed, Kotler‐
Berkowitz (2005) finds that increased diversity within networks serves to stimulate high
er levels of political participation.

Mutz (2002a, 2002b) and Mutz and Martin (2001) have also examined the consequences 
of disagreement within communication networks. Their analyses are generally less opti
mistic regarding the democratic potential of communication across the boundaries of po
litical preference, in part based on a finding that political (p. 112) heterogeneity (cross‐
cutting cleavages) tends to depress participation (Mutz 2002a), and in part based on an 
argument that homogeneity is widespread within communication networks (Mutz and 
Martin 2001). At the same time, much of the divergence in these various results is a mat
ter of emphasis and expectation, and the various studies share a great deal in common. 
For example, Mutz (2002a) points toward the ambivalence producing consequences of po
litical heterogeneity within patterns of political communication among citizens—a theme 
that is also pursued in the work of Visser and Mirabile (2004), Huckfeldt and Sprague 
(2000), and Huckfeldt, Mendez, and Osborn (2004).7

From a somewhat different vantage point, both Mutz (2002b) and Gibson (1992) focus on 
network heterogeneity effects on political tolerance. As Gibson (1992: 350) demonstrates, 
“(w)hy people differ in their levels of intolerance—and with what consequences—cannot 
be well understood by conceptualizing the individual in social isolation.” He shows that 
homogeneous peer groups, less tolerant spouses, and less tolerant communities place 
limits on the freedom perceived by individual citizens. Hence, it would appear that nor
mative commitments to tolerance and democratic ideals are likely to be short‐lived unless 
they are reinforced through application in naturally occurring contexts of political com
munication. (For a complementary analysis, see Gibson's (2001) analysis of networks and 
civil society in Russia.) Similarly, Mutz (2002a) shows that higher levels of political dis
agreement within networks correspond to modestly higher levels of tolerance on the part 
of individuals. Findings such as these would seem to suggest that the likelihood of a polit
ical system characterized by high levels of tolerance is reduced to the extent that political 
tolerance depends on individually based normative commitments disembodied from re
current patterns of social interaction and political communication.

Baker, Ames, and Renno (2006) provide a compelling analysis of the role played by het
erogeneity and disagreement within political communication networks. In their study of 
the 2002 Brazilian election, they argue that network theories of political behavior have 
been evaluated in an unfriendly laboratory—the laboratory of the American political envi
ronment. In American politics, as in most mature democracies, political parties are highly 
institutionalized and play an important role in structuring voter choice. In contrast, politi
cal parties are underdeveloped in many new democracies, politics is more fluid and 
volatile, and political communication networks thereby become correspondingly more im
portant. Their focus on heterogeneity and disagreement within networks and contexts is 
particularly important to their resulting analysis, and the authors shed light on the ways 
in which volatility is produced and then resolved during the campaign. They argue that 
deliberation among citizens was crucial to the outcome of the election, and that political 
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communication networks enhanced the civic capacity of both individual citizens and the 
electorate. In an interesting and complementary analysis, Ikeda et al. (2005) compare 
partisanship effects and network effects on preference stability in Japan.

Finally, Druckman and Nelson (2003) show that some patterns of persuasion among citi
zens make it more difficult for citizens to be manipulated by elites. In a (p. 113) novel 
framing experiment, they show that subjects who discuss an issue within groups marked 
by diverse opinions are more likely to be immune to issue framing by elites. In this way, 
the exposure to diverse opinions through processes of social interaction and communica
tion serve to inoculate public opinion against elite imposed frames, and hence interdepen
dent citizens imbedded in heterogeneous networks of opinion are better able to exercise 
judgments that are independent of elite manipulation.

8 Citizenship Capacity, Social Capital, and the 
Diffusion of Political Expertise
Network studies of political communication and persuasion provide a theoretical, analyti
cal response to the human limitations of the citizen in democratic politics. If citizens ar
rived at decisions independently—as self‐contained, fully informed actors—their choices 
might be explained wholly as a consequence of their own devices. Political decision‐mak
ing could be understood as the product of individual priorities and the alternatives avail
able to particular individuals. The problem is that individual citizens possess neither full 
information, nor a biased sample of full information, nor the well‐formed attitudes and be
lief systems that would have guided their choices in a coherent manner (Converse 1964). 
Moreover, seen from the vantage point of an economic theory of political decision‐making 

(Downs 1957), the high costs of becoming informed, coupled with the minimal likelihood 
of casting a decisive vote, call into question an expectation that rational citizens would in
vest in the acquisition of information.

This problem—the problem of citizenship capacity—lies at the core of democratic politics, 
and its analytic implications are quite profound (Gibson 2001). Citizens operate in a com
plex political environment characterized by inherent uncertainty, and the task of citizen
ship might well be characterized as reaching decisions and judgments under uncertainty 
(Tversky and Kahneman 1973). Indeed, the recognition of this challenge has transformed 
the study of citizens and politics, leading to important new directions in scholarship 
aimed at identifying the methods and means whereby citizens confront these challenges 
(Sniderman 1993, Popkin 1991). Important contributions have been generated by cogni
tive research regarding attitudes, attitude strength, and the use of heuristics in process
ing political information and reaching decisions (Petty and Krosnick 1995; Lodge and 
Taber 2000; Sniderman, Brody, and Tetlock 1991).

The study of political communication provides a very direct means to incorporate social 
capital within the study of public opinion (Ikeda and Richey 2005). A primary benefit that 
derives from social capital relates to the information that people access through networks 
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of social relationships. These informational benefits are directly (p. 114) related to public 
opinion because citizens are able to rely on one another for information and guidance in 
politics. Absent social networks, individuals would be forced to bear the acquisition and 
processing costs of political information on their own (Downs 1957). In this way, social 
capital that is accessed through networks of communication produces important efficien
cies in the creation of informed public opinion (Coleman 1988).

Ignoring the informational potential of social communication has contributed to an under
estimation of the knowledge, information, and sophistication that underlie public opinion, 
both in terms of individual and aggregate opinion holding (Page and Shapiro 1992; Erik
son, MacKuen, and Stimson 2002). The inescapable fact is that individuals often perform 
quite poorly in providing adequate responses to survey questions regarding basic political 
knowledge, in providing well‐thought‐out rationales for their preferences and opinions, 
and even in providing thoughtful and stable responses to questions that solicit their opin
ions (Converse 1964; Delli Carpini and Keeter 1996; Sniderman 1993).

At the same time, individuals report more frequent political discussion with other individ
uals whom they believe know more about politics. Just as important, the descriptive ade
quacy of their judgments regarding the political expertise of others has been empirically 
confirmed (Huckfeldt 2001). Hence, political interdependence among citizens helps to ex
plain why public opinion in the aggregate is more sophisticated than the opinions held by 
the average citizen.

The precise mechanism that leads individuals to depend more heavily on the political ex
perts in their midst is less clear. One explanation is that people use “knowledge 
proxies” (Lupia 2005, 1992)—they rely on individuals whom they believe to be trustwor
thy and knowledgeable. Such an explanation fits in quite well with Downs's (1957) 
original arguments regarding the role of social communication as a cost‐saving device for 
becoming informed. Another explanation for the social diffusion of political expertise is 
based on an unintentional, agent‐based formulation (Axelrod 1997). It is not that individu
als consciously look for trustworthy political experts in their midst, but rather that politi
cal experts tend to be the politically engaged citizens. Citizens talk with their expert asso
ciates more frequently because these particular associates (the experts) are endlessly 
talking about politics! In this way, the experts' opinions become important in the collec
tive deliberations of democracy because their preferences are self‐weighted by their own 
motivation and engagement.

9 Networks and Collective Action
Communication networks are not only important in terms of information transmission and 
persuasion, but also in terms of mobilizing collective action. Much of the collective action 
literature has been in response to strategic behavior related to collective action problems 
(Olson 1966). Unless and until group leadership is able to resolve the free rider problem, 
groups cannot successfully form to achieve group (p. 115) goals (Salisbury 1969; Chong 
1991). As Axelrod (1986) and others have demonstrated, collective action problems are 
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often susceptible to solution in the context of repeated games—in the context of recur
rent patterns of relationships among the actors who are seeking to organize a collective 
effort. Hence, one might argue that solutions to collective action problems can be seen as 
occurring within networks of relationships among strategic actors who use the informa
tion they acquire through repeated interactions to facilitate group efforts.

This insight is carried forward in the work of Yamagishi and Yamagishi (1994), who recog
nize the importance of networks and network relationships to cooperation and trust in 
group efforts in their comparison of Japan and the United States. Other efforts recognize 
the importance of covenants and sanctions to collective action problems (Ostrom, Walker, 
and Gardner 1992), thereby building on the networks of dyadic exchanges that underlie 
the creation of collective action. Lubell and Scholz (2001) show that cooperation is more 
likely to occur in contexts marked by higher levels of reciprocity, and hence it appears 
that expectations of cooperative behavior are conditioned by past experiences in broader 
networks of strategic interaction. Possibilities of altruistic punishment (Fehr and Gächter 
2002; Fowler 2005a) incorporate the socially contingent nature of cooperation, even in 
networks where relationships are unlikely to be long‐lived. More recently, Ahn, Isaac, and 
Salmon (2005) explore the endogeneity of groups in collective action settings relative to a 
dynamic, strategic pattern of network formation that is contingent on individual histories 
of cooperative behavior.

These bodies of work are intriguing on methodological as well as substantive grounds. By 
moving network research into the setting of the small group experimental laboratory, an 
opportunity is created to study the evolution of networks subject to particular experimen
tal manipulations—manipulations that include variations in institutional arrangements. As 
we have seen, one limitation of the egocentric network technologies is that they are not 
able fully to exploit the analytic power of network research (Wasserman and Faust 1994). 
By pursuing the study of networks in the context of experimental research, the way is 
paved to exploit more fully the analytic utility of social network methodologies, not only 
relative to collective action and cooperation, but also with respect to communication and 
persuasion. Indeed, these efforts are serving to reinvigorate the vision of small group re
search in political science envisioned by Verba (1961) nearly fifty years ago.

10 Networks and the Role of Groups in Modern 
Politics
In conclusion, social networks provide an opportunity for political scientists to rediscover 
one part of the group basis of politics—to rethink and reconceptualize the role of groups 
in mass politics and public opinion. At the end of the Second (p. 116) World War, when sur
vey research and the empirical study of public opinion were in their infancies, nominal 
membership in many groups carried enormous political meaning. To say that an American 
voter was an Italian‐American, or a Polish‐American, or a German‐American, or a white 
southerner, or a union member indicated a great deal about the voter's politics. Similarly, 
to say that a European voter was a union member, or a Catholic, or a Protestant similarly 
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transmitted a great deal of information about the voter's location in politics and social 
structure. The political meaning attached to many of these groups has disappeared or 
been transformed, while other new groups—e.g. Christian fundamentalists, Green voters
—have emerged (Kohler 2005; Levine, Carmines, and Huckfeldt 1997; Pappi 2001). Why 
have the strength and vitality of these patterns diminished over time? Why have other 
patterns emerged?

The meaning of group membership has always been anchored in patterns of association 
and interaction—in the networks within which individuals are imbedded. To say that a 
group is no longer politically meaningful is really to say that a nominal group no longer 
serves to define and demarcate patterns of social interaction and communication, be
cause it is through these networks that communication and persuasion occur. In this way, 
studying public opinion within the context of communication networks creates an oppor
tunity to reintroduce the study of groups in political analysis.

A danger related to conceiving groups in terms of networks is the failure to imbed dyads 
within larger networks of communication (Mendelberg 2005). This danger is especially 
pronounced in the context of egocentric networks, where it is perhaps natural—although 
often misleading—to focus attention on the information exchanges that occur between 
two individuals. These dyadic exchanges take on heightened levels of significance when 
they are viewed as contingent on an individual's full range of contacts, and one lesson to 
be derived from Baker, Ames, and Renno (2006), Lubell and Scholz (2001), and Huckfeldt, 
Johnson, and Sprague (2004) is that every dyad within a network must be viewed in the 
context of all the other dyads within the network.8 In short, individuals, dyads, and net
works must be analytically decomposed and reassembled to gain insight into the group 
basis of politics among citizens.

An important issue with respect to networks and the definition and vitality of groups is 
the spatial distribution of ties within and among various groups (Gimpel and Schuknecht 
2003). In an earlier era, an individual's place of residence played a central role in con
structing spatial boundaries on the distribution of communication networks (Fuchs 1955). 
In the modern era, freeways, subways, cell phones, and telecommuting have produced 
diffuse networks of interaction and communication. Hence, for some people, the spatial 
boundaries on communication have been dramatically attenuated, thereby producing an 
important line of inquiry related to the spatial diffusion of group ties (Baybeck and Huck
feldt 2002). The spatially diffuse nature of communication links is not only important in 
terms of the spatial (p. 117) attenuation of particular dyads, but also for the relative densi
ty of networks, for patterns of weak ties (Granovetter 1973) and structural holes (Burt 
1992) within networks, and hence for the spread of political information and opinion in 
time and space, as well as within and beyond the boundaries of traditionally defined 
groups.

Finally, reported declines in the levels of social capital (Putnam 2000) often focus on the 
demise of many traditionally defined groups and organizations. Without denying the im
portant implications that attend the disintegration of any form of social and political orga
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nization, it is also important to focus attention on the continuing reformulation that un
derlies the patterns of association serving as the basis for democratic politics (Pappi 2001;
Mondak and Mutz 1997, 2001; Mutz and Mondak 2006). An alternative perspective to the 
decline of social capital argument is that social organization and social interdependence 
are endemic to any society, and absent a politically repressive regime (Mondak and Gear
ing 1998), communication among citizens becomes an irrepressible element of any demo
cratic society. Thus, Tocqueville's (1969) insights regarding the importance of voluntary 
association to the new American republic are valid for any democratic political system, 
and a central task of political science is to locate the influential patterns of association 
and communication that are realized in particular places and times.
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(1986), Huckfeldt and Sprague (1995).

(3) For discussions of related methodological issues see Boyd and Iversen (1979), Bryk 
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This article discusses research on public opinion, political communication, and political 
attitudes. It looks at political communication research methods in the contexts of conver
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THE global political communications landscape and opportunities for political communi
cation research continue to be shaped by developments in new technology. The cable and 
satellite revolutions of the 1970s and 1980s brought the delivery of many channels as 
well as more opportunities for citizens to turn away from televised political information 
entirely (Entman 1983). Coverage of the war in Vietnam during the 1960s and early 
1970s (Hallin 1986) was much slower than the live news coverage that became routine in 
the early 1990s when CNN established itself as a global brand while reporting the first 
Gulf War (Bennett and Paletz 1994). With the arrival of the internet in the 1990s, the new 
opportunities for political communication and political communication research provided 
by the availability of new and old media sources online continue to evolve in surprising 
ways. Unheard of in the late 1990s, political blogging is now a major online industry 

(Crampton 2004). Certain blogs have become the primary news venue for many of the po
litically sophisticated, and create opportunities for political communicators in politics and 
the media to challenge traditional news media in a variety of previously unimagined ways 

(Oates, Owen, and Gibson 2006). Social movements that interact with mass media in pre
dictable ways (Gamson and Wolfsfeld 1993) are helped by the internet to mobilize support 
outside routine channels (Bennett and Entman 2001; Norris 2002). The internet is also 
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used by terrorists to go live in making their mark on the global media agenda (Norris, 
Just, and Kern 2003).

With the ability to transmit information instantaneously around the globe and bring atten
tion to the latest catastrophe or issue, new media technology brings governments and cit
izens potentially closer together than ever before while at the (p. 124) same time provid
ing greater opportunity to drive them apart (Davis and Owen 1998; Shah, Kwak, and Hol
bert 2001). Despite global media abundance, citizens in advanced industrial societies 
have become “distrustful of politicians, skeptical about democratic institutions and disil
lusioned about how the democratic process functions” (Dalton 2004, 1). While citizens in 
some low‐ income “societies in transition” have found ways to use the internet to promote 
open society, the dramatic changes in Russia over the past two decades show just how 
quickly a whiff of press freedom can pass (Mickiewicz 1988, 1999). Although the expan
sion of the European Union to twenty‐five member states has brought about major gains 
and freedom of expression is the norm, most citizens around the world still live in soci
eties without freedom of the press. Most citizens of the world do not experience the me
dia abundance brought by new technology. The global reality is in fact a stark digital di
vide, both between information rich and poor countries and among publics within those 
countries (Norris 2001). Political communication and political communication research is 
not unaffected by this digital divide.

With this global and technological backdrop in mind, this chapter begins with a discus
sion of research on public opinion, political attitudes, and political communication before 
turning to political communication research methods in the contexts of new media and 
convergence. The key concepts of agenda‐setting, priming, and framing are then dis
cussed briefly, as well as the state of comparative political communication research. The 
micro‐level effects of media use are discussed along with the macro‐level consequences of 
changes in media environments, using examples from recent parliamentary elections in 
Europe. In conclusion I discuss opportunities for political communication research in the 
future.

1 Public Opinion, Political Attitudes, and Politi
cal Communication Contexts
Philip Converse's (1962, 1964) seminal research on attitude stability argued that the opin
ions or beliefs of most Americans display no consistent pattern (also see chapters by Kuk
linski and Peyton; Converse). Analysis of American National Election Study (ANES) panel 
data from 1956, 1958, and 1960 show that so many individuals changed their minds on 
policy issues it seemed as if answers were given at random. For most people, policy atti
tudes were non‐attitudes. Shifts in public opinion were largely explained by a lack of 
knowledge, interest, and ideology which led to a randomness of opinions on policy‐related 
questions. Another view on what moves public opinion is based on a “rational public” 
whose opinions are moved by information in a way that displays a rational consistency be
tween policy preferences and values (Page and Shapiro 1992), based on analysis of aggre
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gate public (p. 125) opinion in the US. This perspective does not necessarily contradict 
Converse because individual‐level random changes could appear stable at the aggregate 
level. Taken together, the two examples help us to think about one of the central prob
lems in public opinion research from a political communication perspective: There is a 
tension between the individual level and the aggregate level, and many studies focus on 
one or another and employ only a single methodological approach that often ignores in
formation‐related variables. Coping with non‐attitudes is a continuing challenge for sur
vey researchers (Neijens 2004).

Writing in the early 1960s, Converse (1964) predicted that those with low levels of expo
sure to news and information, interest in politics, political knowledge, would change their 
views only randomly or not at all, while those with high levels would remain stable or dis
play systematic change, and those in between would be the most open to influence from 
the information environment. Three decades later, Zaller (1992) argued that the relation
ship between attitude change and political awareness is non‐linear, and demonstrated 
that those with moderate levels of knowledge are most likely to be influenced by informa
tion. He also claimed that the degree of elite consensus on an issue matters. Different lev
els of attention to politics and different political values among citizens, along with varia
tion over time in the intensity of oppositional messages in the media, interact to explain 
both aggregate‐level opinion shifts and individual‐level changes over time.

Does the information in the media diminish or enhance the role of personal influence or 
the experience of one's personal networks in the formation of political attitudes? Mutz 
(1994) argued that the media, by reporting people's experiences and linking them to 
those of others, help people to make sense of their own personal experience as part of a 
large societal trend and by doing so potentially affect political opinions, political prefer
ences, and decisions about whether or not to take political action. In Impersonal Influ
ence, Mutz (1998) demonstrates the important role played by the media in shaping per
ceptions of societal‐level trends and developments, and how these play a particularly im
portant role in influencing political attitudes.

2 Methods and the New Media Context of Con
vergence
The internet had not yet arrived when the major steps were taken to institutionalize and 
promote political communication scholarship in the 1980s and early 1990s. Scholars 
looked back to the pioneering work of sociologist and survey researcher Paul Lazarsfeld 
(1901–76), a founder of the field of communications research and pioneer in studying the 
role and impact of media in elections (Lazarsfeld, Berelson, and Gaudet 1944) in recogniz
ing the foundations and importance of political (p. 126) communication research. It is 
probably not too much of a generalization to say that the body of political communication 
scholarship is primarily focused on political messages and their connection with and im
pact upon public opinion, and the institutions that contribute to producing political infor
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mation.1 The news media are described as one such political institution (Cook 1998; 
Schudson 2002).

Political communication research sheds light on how national news environments and the 
types of information available to most citizens have developed over time. In the US, for 
example, between 1960 and the early 1990s, US presidential campaign news became 
more negative and judgmental, less descriptive and less policy oriented, and more preoc
cupied with opinion polls and candidates' personalities, and these characteristics of cam
paign news were also evident in the coverage of the first year of the Clinton presidency 

(Patterson 1994). In comparison with American election news on television, British televi
sion coverage of general elections was more voluminous, more issue and policy focused, 
and less negative (Semetko et al. 1991), and these cross‐national differences were largely 
explained by media and political system characteristics.

Despite the fact that Germany has comparatively higher rates of newspaper readership 
than many other European Union (EU) countries and comparatively higher rates of inter
net use, most Germans, like citizens in other EU countries name television news as the 
primary source of information about politics at election time. In contrast to the US and 
UK, German television offers more in the way of political and election‐related program
ming available during prime time in the final weeks of the campaign. During the 2005 
British general election, for example, the country's flagship main evening news programs 
(BBC and ITV or Channel 3) after some years of public discussion (Semetko 2000), had fi
nally evacuated prime time to make room for entertainment programming. Audience de
mographics for early evening news programs in Britain in 2005 reveal quite different pro
files from main evening news programs that were pushed beyond prime time into late 
night slots (after 10:00 pm) when audiences were much smaller and predominantly male.

In contrast to Britain, the overall decline in the visibility of newscasts in Germany from 
the mid‐1980s through the mid‐1990s appears considerably stronger for the private chan
nels; prime time still holds a place for news on the public service channels (Pfetsch 1996). 
Flagship main evening news programs on Germany's two leading public service channels 
(ARD at 8:00 pm, ZDF at 7:00 pm) as well as the two most widely watched privately 
owned channels (RTL at 6:30 pm, SAT.1 at 6:45 pm) are experiencing relatively stable au
dience ratings and market shares, with some fluctuation. Each of these channels carries 
paid advertising, though the former two are governed by the public service broadcasting 
ethos, while RTL and SAT.1 are privately owned and operated. Even during the final 
phase of a highly competitive election campaign, each of these programs devotes not in
substantial portions of (p. 127) the time to world events and foreign news. German news 
reporters and editors for these programs also continue to report on routine political news 
during the final weeks of an election campaign without actually mentioning the election 
in some of the news stories that feature the incumbent political leaders. In contrast, 
British and US reporters are much more likely to explicitly link every mention of a politi
cian in the news to the ongoing election campaign in those countries (Semetko 1996). 
This tendency among German reporters to discuss routine political news at election time 
helps to explain the “Kanzlerbonus” or a visibility bonus for the incumbent Chancellor in 
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German television news, and “Regierungsbonus” or a visibility bonus for the incumbent 
party or parties of government (Semetko and Schoenbach 1994), although the degree of 
the bonus has fluctuated considerably from one election to the next and even disappeared 
entirely in highly competitive races.

Research suggests that television news in Germany is less preoccupied with issues and 
matters of policy, and more attentive to the personalities and personal qualities of politi
cal leaders and their electoral chances. Comparing television news coverage during the 
elections in 1983, 1990, and 1998, Donsbach and Büttner (2005) report a clear tendency 
towards “tabloidization” as evidenced by a decline in policy news, an increase in person
alization in the news, and the use of shorter stories or sequences. The trend was more 
pronounced on the two aforementioned private channels, but public broadcaster ZDF also 
appeared to be moving in this direction. These channels carry the daily news programs 
that the average German turns to in order to follow the major events of importance in the 
world each day. A host of new German all news channels have emerged in recent years, 
along with many sports and entertainment outlets.

With the rise of infotainment (Brants and Neijens 1998; Moy et al. 2004), and with market 
developments in the press and television and the general decline in audiences for news in 
traditional outlets (Hamilton 2003), the traditional starting point for political communica
tion research—the news, its contents and uses by citizens—is no longer so easily captured 
in a research design. News appears in places other than traditional news programs 
(Baum 2002, 2003) and in traditional news programs, political reporting appears to be in 
decline. Political messages in the news exist in both the presence and absence of public 
affairs reporting. The growth in reporters assigned to report live and often local crime‐re
lated news and the increasing emphasis on personalized street crime news stories, for ex
ample, may not be considered to be political reporting, but it may have real political con
sequences for the ways in which citizens evaluate their national political leader (Valentino 
1999).

A key part of the current research debate hinges on the issue of access. Access to space 
and time for reporters wanting to make it into the news agenda each day: Crime re
porters, for example, may compete with political reporters for space in the news program 
or the newspaper. Access to news and information in general among the majority in most 
countries who do not claim to be highly interested in politics: Those who are less political
ly interested or aware, for example, may prefer to turn to one of the many entertainment 
options available in which “soft news” on important issues may appear without deeper 
context. Baum (2003) argues, for example, (p. 128) that “soft news,” exemplified by the 
ways foreign affairs issues are discussed in entertainment programs, is an effective venue 
for delivering information about such issues to the audiences with less political interest. 
And access to news via the internet: internet use remains concentrated among the higher 
educated, higher‐income groups in wealthier societies. For many young adults, under 30, 
news in conventional formats on television and in the press is passé and for the most part 
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irrelevant to their daily lives. Instead, online sources, talk radio, and entertainment pro
gramming are the more popular sources of information on major events.

While the politically interested may be intensely following their favorite pre‐selected top
ics in specialized channels or online and in blogs, the less interested and those not con
nected to the internet have less opportunity to partake in the campaign. Yet it is precisely 
those less interested who are in need of information to make up their minds, and who 
need to be informed about the importance of casting their vote. Lazarsfeld's words in The 
People's Choice come to mind: “the people who already knew how they were going to vote 
read and listened to more campaign material than the people who still did not know how 
they would vote. The group which the campaign manager is presumably most eager to 
reach—the as yet undecided—is the very group which is less likely to read or listen to this 
propaganda.”

Much research focuses on the uses and effects of political communication in a campaign 
context (see, for example, Patterson and McClure 1976; Patterson, 1980, 1994, 2002
which are seminal studies on the US case), and reveals the importance of the campaign 
information environment on turnout and vote choice. Referendums are a more recent fo
cus for political communication research. Referendums in the EU's various national and 
local contexts may play a major role in furthering or hindering the process of European 
integration. Research on national referendums in European contexts reveals a potentially 
more important role for the news media to play in influencing vote choice than in general 
election campaigns, because of the lack of clear cues from political parties in many refer
endums, due to the ways in which national party systems often fracture among the “Yes” 
and “No” camps, sometimes splitting parties and coalition partners. Editorial decisions 
taken by journalists, to bring one or another personality into the news, or to frame the 
referendum issue by focusing on one or another “subtopic” of the issue, may considerably 
alter the campaign agendas of the two opposing camps in unanticipated ways, and ulti
mately help to tip the balance towards one outcome (de Vreese and Semetko 2004a, 
2004b).

Several political communication studies focused directly on the effects of news on public 
opinion, drawing primarily on traditional research methods such as analysis of cross‐sec
tional survey data, panel survey designs, focus groups, and lab‐based experiments (see 

Gamson 1992; Neuman, Just, and Crigler 1992; Iyengar and Kinder 1987, Iyengar 1991). 
Others focus on how the news agenda was formed and the role of news sources in shap
ing the news agenda, the characteristics of election news content and the role of journal
ists and political actors in shaping that content, and how that compares over time or 
cross‐nationally (see, for example, Blumler and Gurevitch 1995; Cook 1998; Entman 
2004).

(p. 129)

One of the key characteristics of media convergence is an emphasis on visuals, which we 
may expect more of, in relation to text, in the media of the future. Doris Graber's (2001)
research demonstrates the vital role played by visuals in political learning, and the reten



Political Communication

Page 7 of 24

tion and understanding of political information. As television and the internet become 
more graphic and visual than text driven, these will become more important sources for 
political learning. There are implications for the “unsophisticated” who differ from so
phisticated television viewers in handling complex messages that require “complex pro
cessing at both the verbal and audiovisual levels” (Graber 2001: 35).

3 Surveys, Experiments, Technology, and the 
Internet
Surveys based on random representative samples provide an opportunity to generalize 
findings to the public as a whole, and polls have been a main source of data for political 
communication research (Althaus 2003). One of the challenges faced by political commu
nication researchers has been in the quality and number of survey questions available to 
provide insight into media use,2 and the difficulties with measuring exposure (Price and 
Neijens 1997). The research on media effects puts forth broadly conflicting explanations: 
media use diminishes knowledge and involvement and contributes to demobilization and 
political cynicism, media use contributes to learning and political involvement, trust, effi
cacy, and mobilization. Aarts and Semetko (2003) demonstrate that conclusions about the 
“virtuous” relationship between media use and public opinion are misplaced (Norris 
2000). Instead, they find evidence in support of a dual effects hypothesis among a nation
al electorate in a long‐standing European democracy, with positive (or negative) effects 
on knowledge, efficacy, and turnout linked to the structure of the audience for television 
news.3 There is also evidence that European voters can be both cynical and engaged in 
electoral processes, particularly in reference to recent referendum campaigns (de Vreese 
and Semetko 2004a).

(p. 130)

Experiments provide control over the source of influence, though traditionally the com
paratively small samples provide a stumbling block to generalizing effects to the public. 
Despite the careful execution and compelling findings in two of the seminal studies in po
litical communication research based on experiments (see Iyengar and Kinder 1990; Cap
pella and Jamieson 1997), the authors themselves note that while experiments are high in 
internal validity, they rank low in comparison with surveys on external validity.

The internet adds an entirely new research dimension to Harold Lasswell's (1948) model 
based on the question: “Who says what to whom and with what effect?” The changing 
technology arena and growth of the internet produce a wealth of research opportunities 
for political communication scholars. Experiments (and surveys) can now be conducted 
online, reducing the costs per participant and providing an opportunity for faster field
work in response to public events and crises, and with much larger experimental sam
ples. Iyengar (2005) believes that this is the method of choice for experimental re
searchers now and in the future. The drawback at present is the unrepresentative charac
ter of internet users, who tend to be more educated, white, and male, in comparison with 
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the general public. The internet itself also provides a new venue for research as scholars 
develop the role of the internet in organizing social movements and global campaigns on 
such issues as corporate social responsibility, the environment, and human rights (Ben
nett and Entman 2001; also see chapter by Margolis).

As cable and satellite technology in the US now make it possible to identify the (political) 
advertising broadcast at the (constituency) target level, researchers have gone beyond 
panel and cross‐sectional survey data and experimental studies of media and communica
tion effects, to investigate the links between the two. Research on political advertising ex
amines the content and framing of the message and experimental tests of effects (Kaid 
and Holz‐Bacha 2006), the negative character of advertising (APSR 1999), and negative 
campaigning and the consequences for political mobilization (Kahn and Kenney 1999). 
The new technology now available in the US to capture targeted advertising and to identi
fy its audience adds a new dimension to the investigation of the effects of television ad
vertising in election campaigns (Freedman and Goldstein 1999; Goldstein and Freedman 
2002). Coupled with greater knowledge about media contents and uses during election 
campaigns, survey researchers have linked media content and information sources in 
modeling political attitudes, preferences, and behavior in unprecedented ways in the past 
decade (Banducci and Semetko 2003).

Political communication has also become more central to national election studies over 
the past two decades, as they have evolved from an almost exclusive preoccupation with 
party identification and long‐term structural predictors of vote choice, to a range of pub
lic opinion‐related dependent variables such as evaluations of the importance of issues, 
parties and leaders, general political attitudes such as trust in institutions and political ef
ficacy, short‐term influences on political participation and turnout, and concern about the 
spillover of campaign effects on attitudes into routine periods.

(p. 131) 4 Key Concepts in Political Communication 
Research
Agenda setting, priming, and framing are key concepts in political communication re
search. The debate over whether and how these concepts, processes, or theories, in 
terms of effects on audiences, are actually related (Scheufele 2000), is not addressed 
here. I briefly review developments in agenda‐setting, priming, and framing research.

4.1 Agenda Setting

The agenda‐setting hypothesis suggests that the media play a major role in shaping the 
issue priorities of citizens, simply by choosing to give priority in the news to some stories 
rather than others. Research testing the agenda‐setting hypothesis has drawn primarily 
on two sources of data: content analysis to establish the most important issues in the 
news and public opinion captured in cross‐sectional surveys, time‐series, panel studies, 
and experiments. Over the past few decades, hundreds of studies have found support for 
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the hypothesis of media agenda‐setting effects (for reviews, see McCombs 2004; Mc
Combs, Einsiedel, and Weaver 1991; McCombs and Shaw 1993; Rogers, Dearing, and 
Bregman 1993). At the same time, however, searching for agenda‐setting effects does not 
always lead to finding them. General elections in the UK in the 1980s and 1990s provided 
more than one example in which media agendas and audience agendas failed to coincide 
(see e.g. Miller et al. 1990; Norris et al. 1999), for example.

The agenda‐setting hypothesis holds that the most prominent issues in the news are also 
the issues that become the most important in public opinion. McCombs and Shaw (1972)
first applied the concept in a community study of media agenda setting in the 1968 US 
presidential campaign, comparing the rank order of issues in the news with those in pub
lic opinion and found a strong and significant correlation between the campaign agenda 
in the media and the public agenda. The study set forth the hypothesis that agenda set
ting is a process that is led by the news media.

A year‐long panel study in the 1976 US presidential election identified the relative 
strengths of television and the newspapers in agenda setting and established that these 
effects vary over time, and established the causal link from media to public agendas 

(Weaver et al. 1981). A multi‐wave panel study of the same 1976 campaign also showed 
that newspapers were more important than TV news for political learning and concluded 
that the more the issue was reported in the press the more low interest readers learned 
about the issue (Patterson 1980, 159).

Iyengar and Kinder (1987, 12) studied agenda setting with members of the general public 
within a controlled experimental setting in a routine (non‐campaign period). (p. 132) Their 
experiments and time‐series analyses provided further substantial support for the agen
da‐setting hypothesis and concluded: “By attending to some problems and ignoring oth
ers, television news shapes the American public's political priorities. These effects appear 
to be neither momentary, as our experimental results indicate, nor permanent, as our 
time‐series results reveal” (Iyengar and Kinder 1987, 33).

The type of issue may condition media power to influence public agendas. Real‐world in
dicators may enhance or diminish the media message. “Unobtrusive” issues—such as for
eign affairs issues with which viewers have little or no direct experience—are more sus
ceptible to agenda setting (Baum 2002). One's civic agenda (his or her view of the most 
important issues or problems facing the community) may be quite different from one's 
personal agenda (his or her opinion about the most important problems he or she faces). 
Less support for the agenda‐setting hypothesis is found when one's personal agenda is 
the focus of research (McLeod, Becker, and Byrnes 1974).

4.2 Priming

In a study of citizens' responses to Watergate, it was found that those with a “high need 
for orientation about politics” actually learn what issues “to use in evaluating certain can
didates and parties, not just during political campaigns, but also in the longer period be
tween campaigns (Weaver, McCombs, and Spellman 1975, 471). This process came to be 
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described as priming. Earlier seminal studies also found evidence of the media's role in 
shaping the standards by which citizens evaluate political leaders and candidates (Patter
son 1980; Patterson and McClure 1976; Protess and McCombs 1991; Weaver et al. 1981).

Social psychologists Fiske and Taylor (1984) defined priming broadly as the effects of pri
or context on the interpretation and retrieval of information. Iyengar and Kinder (1987)
and Krosnick and Kinder (1990) defined priming more specifically as changes in the stan
dards used by the public to evaluate political leaders, and found support for the priming 
hypothesis in their experiments (see also Krosnick and Brannon 1993; Miller and Kros
nick 2000).

Peter (2002) critically assesses more than thirty studies from the fields of psychology, 
communication, and political science that deal explicitly with media priming, and pro
vides a valuable theoretical contribution. Roskos‐Ewoldsen, Klinger, and Roskos‐Ewoldsen 
(2002) provide a meta‐analysis of the priming literature that incorporates the research in 
the areas of violence as well as politics questions whether media priming actually shares 
characteristic common to the priming studied by cognitive and social psychologists. An 
important question for future media and psychological priming research is whether 
stronger priming effects result from more intense media primes. Together, these two 
studies illustrate the need to further distinguish priming effects from what has been de
scribed as that which is “chronically (p. 133) accessible” (see e.g. Lau 1989), both theoret
ically and operationally (see also Domke, Shah, and Wackman 1998).4

4.3 Framing

Framing focuses on the relationship between issues in the news and the public percep
tions of these issues. The concept of framing “expands beyond agenda‐setting research 
into what people talk or think about by examining how they think and talk about issues in 
the news” (Pan and Kosicki 1993, 70; see also Pan and Kosicki 2001; and Jasperson et al. 
1998).

The process of framing refers to selecting “some aspects of a perceived reality” to en
hance their salience “in such a way as to promote a particular problem definition, causal 
interpretation, moral evaluation, and/or treatment recommendation” (Entman 1993, 53). 
Framing effects have been defined as “changes in judgment engendered by subtle alter
ations in the definition of judgment or choice of problems” (Iyengar 1987, 816) or “one in 
which salient attributes of a message (its organization, selection of content, or thematic 
structure) render particular thoughts applicable, resulting in their activation and use in 
evaluations” (Price, Tewkesbury, and Powers 1997, 486).

Over the past three decades, our understanding of frames and framing effects has been 
advanced considerably by research that has often focused on the US context (for recent 
reviews and examples see Reese et al. 2001 and Shah et al. 2004). Research on framing 
has also advanced theoretically and methodologically with research in contemporary Eu
ropean contexts such as national media reporting on the European Union and European 
parliamentary elections (de Vreese et al. 2005), political campaigning in cross‐national 
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comparative electoral contexts in Europe (Esser and D'Angelo 2003), political reporting 
on protest and conflict in the Middle East (Wolfsfeld 1997, 2004), and news reporting on 
political scandals and its consequences (Canel and Sanders 2005).

Studies on how the news agenda is formed distinguish times of peace and prosperity 
when the press is more likely to be critical and reflexive from times of war and conflict 
when the press is more likely to reflect the national interest (Hallin 1986). The term “in
dexing” is used to describe how the national debate in the news tends to be found in the 
range of views held by public officials, in other words, “controversy and debate in media 
content conform to the contours of debate found among political elites whom journalists 
regard as decisive in the outcomes of the issues in the news” (Livingston and Bennett 
2003: 366). News is thus indexed or pegged to official input. Entman (2004) shows, how
ever, that even though the White House dominates the US news, it does not always con
trol the way in which the news story is framed and thus, journalists, by criticizing the 
President and the Administration, are not always to be found indexing (p. 134) their arti
cles to official input. Entman (2004) instead proposes a “cascading” model of elite influ
ence on public opinion via the media.

5 Political Communication in the Context of 
Media and Political Systems
Cross‐national comparative political communication research has been the focus a num
ber of notable volumes over the past two decades. These include some that focus on the 
development of theory (Blumler, McLeod, and Rosengren 1992); as well as more general 
overviews of the comparative field (Bennett and Entman 1994; Esser and Pfetsch 2004); 
and such topics as political communication in elections in France or Britain and the US 
(Kaid, Gerstle, and Sanders 1991; Semetko et al. 1991), and in modern democracies more 
generally (Swanson and Mancini 1996, Asard and Bennett 1997); as well as political com
munication in the context of politics in Israel and Palestine (Wolfsfeld 1997, 2004), Latin 
America (Waisbord 2000) and the expanding European Union (de Vreese 2002; Peter 
2003).

Hallin and Mancini (2004) set forth an analytical framework to guide the comparative 
analysis of media systems and the study of political communication within those systems. 
They describe the Mediterranean “polarlized pluralist” model, the North Central Euro
pean or “democratic corporatist” model, and the North Atlantic or “liberal” model. The 
theoretical insights into the forces and limits of homogenization also provide food for 
thought on the challenges presented in studying the influences on and effects of popular 
transnational media. Arabic‐language Al‐Jazeera is just one example of a transnational 
television network that claims to be objective in offering two sides to every issue, though 
analysis of its advertising, current affairs and news programming on the subject of the 
veil identifies the channel's religious agenda (Cherribi 2006).
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5.1 Campaigns and Mobilization

One would expect media coverage to be greater in elections that are more salient, in 
races that are more competitive and when campaign expenditure is greater. Citizen en
gagement in these campaigns also can be expected to be greater. In one of the first stud
ies to examine the impact of media coverage on European elections, Blumler et al. (1983)
also argue that turnout in the 1979 European parliamentary elections was higher in coun
tries in which there appeared to be more active campaigns: greater visibility and more 
partisan coverage of the election was associated with higher turnout.

(p. 135)

Research on the uses and influence of the news media in comparison with other cam
paign activities in the 1999 European parliamentary election campaigns in all fifteen EU 
member countries examined two main aspects of campaign coverage that may influence 
citizen engagement in election campaigns—the visibility of the campaign and the tone of 
coverage. A visible campaign may mobilize voting by increasing the perceived benefits of 
voting. Traditionally party activities are seen as mobilizing efforts that encourage 
turnout, but a high visibility campaign in the news is also likely to bring it to the attention 
of potential voters and not necessarily dependent upon a party's on‐the‐ground activities. 
The tone of coverage may also play a mobilizing role. The evidence is mixed on the im
pact of negative advertising and it is not at all clear that it always demobilizes (Lau et al. 
1999; Ansolabehere, Iyengar, and Simon 1999). Negative news may contribute to cyni
cism, but negative information tends to be more easily remembered and thus more effec
tive at enhancing citizens' overall information levels. Kahn and Kenney (1999) show, for 
example, that it is only one form of negative campaigning that demobilizes—“mudsling
ing.”

The “second order” nature of European parliamentary elections has been widely dis
cussed (van der Eijk and Franklin 1996). In the minds of voters, parties and possibly can
didates, these elections do not carry the same weight as national elections, and the task 
of engaging voters in the election is in many ways more difficult than in national elec
tions. The European parliamentary election campaign may be more hard fought when 
parties are in disagreement over the future of Europe and research shows that anti‐EU 
parties do have an influence on the amount of coverage the campaign receives and in mo
bilizing engagement in the campaign (Banducci and Semetko 2003). In the 1999 Euro
pean parliamentary election campaign, for example, coverage was in fact more visible on 
both public and commercial channels in countries in which there was an active anti‐EU 
party, one or more parties that by definition campaign against furthering European inte
gration. Those parties, despite being against the EU, stood candidates for election to the 
European Parliament on an anti‐EU platform. Countries with anti‐EU parties devoted 
more TV news to the campaign, on both public and private channels, and a greater por
tion of the public news program was devoted to the campaign in comparison with private 
news programs in those countries.
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For an election campaign that receives comparatively little attention in the news not only 
in comparison with national election campaigns (Semetko, de Vreese, and Peter 2000), 
but also in comparison with coverage devoted to other regular EU events such as the 
Summit meetings of EU heads of state (Semetko, van der Brug, and Valkenburg 2003, 
Semetko and Valkenburg 2000), or extraordinary events such as the launch of the euro 

(de Vreese, Peter, and Semetko 2001), as well as EU referendums, campaign news, and 
routine political news (Peter, Semetko, and de Vreese 2003; Peter, Lauf, and Semetko 
2004), it is not surprising that the European level of government has comparatively less 
importance in the public mind. Reporting on the EU is not easy, not only because the visu
als are often dull and bureaucratic, but also because the news organizations themselves 
experience real constraints when reporting on the EU.

(p. 136)

The 1999 study examining different forms of engagement in the campaign found that 
strong anti‐EU party campaigning in a country is associated with more news coverage 
about the election campaign in that country, but also negatively associated with citizens' 
interest in the campaign, as well as passive and active engagement: The more neutral or 
positive the tone of the news, the more it diminishes the negative effect of an anti‐EU par
ty on citizen engagement in the campaign. Citizens who spend more days watching public 
television are more likely to be actively engaged while days spent viewing television news 
on private stations had no significant effect on active engagement (Banducci and Semetko 
2003). This pattern fits with that found in national elections in the Netherlands, where 
the consequences of an electorate divided by their information choices appear to be real 
differences in levels of engagement and knowledge (Aarts and Semetko 2003).

With the enlargement of the European Union (EU) from fifteen to twenty‐five member 
states in May 2004, Europe grew by an equivalent number of national media and political 
systems which share some characteristics but not others, making European parliamen
tary election campaigns an especially fertile ground for cross‐national comparative politi
cal communication research. Building public engagement with the development of the Eu
ropean level of governance is viewed by many EU staff and legislators in Brussels as a 
problem of political communication. The term “new” Europe emerged to describe the ten 
new member states in central Europe and “old” Europe came to describe the prior fifteen 
member states. And this distinction proved useful in comparing the contents and effects 
of European parliamentary election campaign communication among many member 
states in 1999 and 2004. The average visibility of the election campaigns in the news in
creased slightly from 1999 to 2004 in the old member states, and on average the cam
paigns were more visible in the new member states than the old. “Old” and “new” states 
also differed in the evaluation of the EU—news in the old member states on average was 
more negative towards the EU, with a mixed pattern emerging in the new member states 
(de Vreese et al. 2005, 2006). More visible European parliamentary election campaigns 
lead to greater participation or turnout in those elections (Banducci and Semetko 2003).
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6 Conclusion
As technology, communications and the internet have made it possible for news to be in
stantaneously transmitted and received around the globe, political communication re
search has also shifted from a preoccupation with local and national contexts to increas
ingly include international and comparative contexts. Despite the increasing prevalence 
of transnational audiences and interested publics around the globs, media systems, like 
party and political systems, continue to remain largely nationally (p. 137) bounded. An un
derstanding of media and political systems, and their evolution and current form, is a nec
essary precursor for teaching and doing political communication research. Political com
munication scholars who come together at various professional meetings are often ex
perts in their own national and regional contexts, making comparative political communi
cation research challenging and exciting.

A new direction in political communication research involves other forms of technology to 
investigate cognitive processing of information. New technology in the form of functional 
magnetic resonance imaging (fMRI) is being used to study why Democrats and Republi
cans can hear the same information but reach opposite conclusions (Westen et al. in 
press). Physiological research of this kind, and the role played by emotions in political in
formation processing, may become especially relevant to our future understanding of 
framing effects.

As we look into the future, the historically seminal concept of selective exposure may be
come central again in media abundant societies (Mutz 2001); selective exposure refers to 
selecting media that reflect one's political predispositions. But the media still hold an ad
vantage over one's personal friends or networks, in the ability to expose one to views dif
ferent from one's own. Mutz and Martin (2001, 97) put it this way: “individuals are ex
posed to far more dissimilar political views via news media than through interpersonal 
political discussants. The media advantage is rooted in the relative difficulty of selectively 
exposing oneself to those sources of information, as well as the lesser desire to do so, giv
en the impersonal nature of mass media.”

The concept of selective exposure nevertheless may further our understanding of the 
problem of access to digital information resources, including the digital divide within 
“media rich” societies. There are many poor countries on the other side of the digital di
vide, struggling to jump into the global economy while at the same time combating seri
ous infrastructure, education, and health problems. Political communication research in 
those “media poor” societies will take the form of addressing the role of communication 
and information in addressing these societal problems.
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Notes:

(1) There is a great deal of political communication scholarship on rhetorical analysis of 
public speech in election campaigns, which draws on the classic elements of persuasion 
(Jamieson 1984, 1988, 1992, 1997).

(2) This is most apparent in the time‐series for the American National Election Study 
(ANES) in which two questions, one on exposure to news, and one on attention to news, 
were often asked. This provided a model for many other national election studies around 
the world, though ANES has occasionally devoted major portions of pilot and standard 
studies to political communication related questions. An elaborate set of media exposure 
questions was first developed in the context of the 1998 Dutch National Election Study 
(DNES) to gain insight into the debate over the relationship between media use and polit
ical cognition, attitudes, and mobilization.

(3) These relationships remain significant when controlled for political interest, age, edu
cation and other types of media exposure. Aarts and Semetko (2003) also address a prob
lem central to media effects research, the problem of endogeneity. Lacking panel data, 
they use two‐stage least squares (2SLS) with a statistic to test for endogeneity to address 
these concerns. This strengthens their conclusions because it largely rules out self‐selec
tion.

(4) Complex interactions between knowledge, exposure, and interest led Krosnick and 
Brannon (1993) to revise the conclusion of Krosnick and Kinder (1990) on the knowledge 
and attentiveness (exposure and interest) groups most likely to be primed and the sign or 
direction of the priming effects of these variables. There is also some evidence to suggest 
that priming effects may occur across the board and may not always be mediated by lev
els of political involvement (see also Peter 2002).

Holli A. Semetko
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THE ethics of full disclosure require me to begin with an explanation. In the course of the 
past three years or so I agreed to prepare some comments on two different sets of pa
pers, both of which had some bearing on my essay, “The Nature of Belief Systems in Mass 
Publics” (Converse 1964). Both sets of papers were commissioned from all‐star casts, but 
with little overlap of authors at the prospectus stage and, as best I can see, none at all in 
the final count. I did not closely associate these two assignments in my own mind, in part 
because several years intervened between my agreement to participate in each. It was al
so true that the missions seemed quite different. My “other” assignment here involves an 
issue of the journal Critical Review, where about ten essays have been commissioned to 
address the question as to how views of the quality of mass democratic process may have 
evolved in the research community since my essay four decades ago. Moreover, this jour
nal issue will contain a reprinting in totum of the Belief Systems paper itself, since the 
original parent volume has been out of print for many years. However, the dissimilarity of 
these two assignments has faded rapidly with the discovery that both of these deadlines 
for me have come to rest in the same month. Ethics of a different sort require that I do 
two distinct essays, albeit on highly overlapping subject matters. Yet ethics of still a third 
sort require that I refrain from contradicting myself on any matters of substance!



Perspectives on Mass Belief Systems and Communication

Page 2 of 15

(p. 145) 1 Belief Systems and Political Attitudes
It turns out that several Handbook essays here bear on the Belief Systems piece. Indeed 
one of them, by Kuklinski and Peyton, has something more closely resembling a “shadow 
dialogue” with me than anything in my other assignment. This I naturally find irresistible, 
and shall begin exactly here. Space is too limited for a full dialogue, but I want to address 
(1) the topic of ideology in the classic sense and (2) the question of “real” political atti
tudes in the vast majority of the electorate.

1.1 Ideology

The authors, in discussing the “upbeat” persuasion among “revisionists,” cite several 
findings from Levitin‐Miller (1979), one of the most striking of which is the continuity cor
relation for the seven‐point ideology scale as measured over the 1972–6 National Election 
Studies (NES) panel. This coefficient is reported as .65, or admittedly less than the same 
coefficient for party identification, given as .80, but which can claim to be “nearly as sta
ble” as party identification, long established as the most stable attitude by far in these US 
election studies. That is, the stability of ideology is over four‐fifths as large as the vaunted 
stability of partisansanship (.65/.80=.8125). This bears absolutely no resemblance to our 
findings on ideology, particularly in 1960, where we also measured ideological self‐place
ment, although not on the later seven‐point scale, which begs for comparison with the 
seven‐point scale for party identification. Either there was a gigantic leap forward in ideo
logical sensitivity of the mass electorate during the 1960s, or something is dreadfully 
wrong with the stability comparison these figures invite. Guess which? It takes but a 
moment's examination to see why this .65–.80 comparison is hopelessly misleading on the 
face of it, for a whole congeries of reasons piled one on the other. Let us count the ways.

To start slowly, one learns in elementary statistics that for the kind of ratio statement 
about relative stability invited by the .65–.80 comparison, one must first square the raw 
coefficients, to get into the currency of “shared variance” that supports more meaningful 
ratio comparisons. These corrected values for party and ideology are .64 and .4225, re
spectively, so that suddenly ideology is not over four‐fifths as stable as party, but less than 
two‐thirds as stable (.66).

The next correction is of a different sort, and may not be a correction at all. A year ago, I 
had reason to examine the continuity correlations, where available, for party and ideology 
seven‐point scales in all NES four‐year panels (1956–60, 1972–6, 2000–4). Since a seven‐
point ideology scale had not yet been devised at the time of the first panel, and the repeti
tion in the third panel is marred by an experiment attempting to force people to choose 
some substantive position, the 1972–6 data on (p. 146) ideology stand alone. And for both 
party and ideology, my 1972 numbers differ from those cited. The four‐year party coeffi
cient for 1972–6 is .789 (although .813 in the first panel and .849 in the third). If an aver
age were taken for the first two panels (not a silly maneuver under the circumstances), it 
would be almost exactly .80. Perhaps this was done. However, my continuity value for ide
ology in the middle panel is .564, not the .65 cited. Again taking the squares of my num
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bers, ideology is barely more than half as stable as party identification (.511). Since there 
is no quick way to prove which numbers are correct, I shall proceed with this accounting 
on two separate tracks, using both continuity estimates as a base, divided into “my num
bers” vs. “theirs.”

Now we have not yet begun to get serious about making this comparison. The problem is 
that the party variable and the ideology variable are at opposing extremes where “miss
ing data” are concerned, just as Kuklinski and Peyton point out. For party identification, 
almost everybody can locate themselves on the scale. In this period less than 1.5 percent 
of the total sample fails to choose a position on the seven‐point party scale, claiming in 
one way or another to be “apolitical.” This variable routinely has fewer missing data than 
any other attitude measures in these election studies. The opposite is typically true for 
the ideology seven‐point scale: it has more missing data than any other attitude measure 
in the study. In the 1972 and 1976 applications defining our ideology continuity correla
tions, an average of almost 25 percent of respondents are missing data because they pre
fer the option that they “haven't thought much about this.” More than another 6 percent 
of the sample report that they don't know where they would fit on the scale, bringing the 
manifest “missing data” to more than 30 percent of the sample, or over twenty times the 
bulk of missing data on the party identification variable. Thus the two continuity correla
tions are thoroughly beyond simple comparison.

We can, however, establish comparability if we use the total‐sample data for both vari
ables. For example, in the party case we observe a .789 continuity correlation for 98.5 
percent of the sample. How do we characterize the residual missing‐data 1.5 percent of 
the sample in continuity correlation terms? Well, since these residual cases cannot relate 
themselves to the party continuum, we can impute a continuity correlation of r=.000 to 
them. Putting the two pieces together, we find a new and appropriately‐reduced continu
ity correlation for party of. 777 (for my numbers), or. 788 (for theirs). We can do exactly 
the same for the ideology continuum, getting a total‐sample value of r=.392 (my num
bers) or .452 for theirs. Taking the squares again on both variables, we have ideology at. 
154 and party at .604 (my numbers) or ideology at .204 vs. party at .621 (their numbers).

We are not yet finished, however, as there is likely to be more hidden missing data on the 
ideology variable that has no counterpart on the party variable. This suspicion arises with 
respect to a huge peak of self‐locations exactly at the midpoint (#4) of the substantive 1–
7 continuum. This peak is more heavily populated than either of the three substantive lo
cations on one side of it added together, or on the other. When we did such a measure
ment in France we found the same effect, although it stuck out even more in that case be
cause respondents were asked to place themselves on a scale (p. 147) from 0 to 100, and 
the parallel huge mode was located exactly at the 50‐point mark (Converse and Pierce 
1986). In this French case, the second most popular location was the manifest missing‐da
ta category. We also followed up the self‐location question in France with a request for 
what kind of policy positions were called “left” vs. “right.” Of course the large contingent 
who did not locate themselves had very little to say about meaning of the terms. But the 
large contingent who chose the “50” location also had about as little to say as well. This 
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tipped us off to the fact that there were two response strategies for persons who did not 
comprehend the continuum enough to relate to it personally. They could suffer the embar
rassment of confessing they could not relate to these ideological terms; or they could 
dodge such embarrassment by locating themselves at the only neutral point in sight (the 
50‐mark). Hence these locations—the two most popular choices by a wide margin in the 
US as well as France—are both saturated with missing data. Of course we could hardly 
argue that no persons at the midpoint in either country actually understood the continu
um: middle‐of‐the‐roadism is a very intelligible substantive choice. However, we are con
vinced that most of these midpoint‐dwellers are simply more covert missing data, where 
understanding of the continuum in more crisp policy terms is concerned.

Given the ambiguity, we shall not finish our accounting by moving all midpoint dwellers to 
missing data. We shall very conservatively assume that a good half of them are also miss
ing data, in the 1972–6 case, and not try to cope with the fact that some emptying at the 
midpoint would restore a little zip to any continuity correlation. Proceeding as before, we 
find that the recalculated ideology continuity coefficient (r ) is in no way over four‐fifths 
as stable as party identification, but more like one‐fifth as stable (their numbers) or one‐
tenth as stable (ours). This is a very familiar neighborhood for an ideology measure, and 
one which relieves us of any need to account for a huge surge of ideological comprehen
sion in the US during the 1960s. For total samples, the difference between cross‐time sta
bility for party identification and ideology is as night and day.

On the other hand, it can also be demonstrated that if we commission a highly compound 
variable from NES data that summarizes most available clues as to respondent informa
tion levels and involvement in politics, then the rate of gain in stability of ideological self‐
placements as we climb the deciles from bottom to top is considerably greater than the 
same display for party identification stability. In one sense, this would have to be true, 
given the wretched zero starting point for stability at the lowest levels of “sophistication.” 
But what is interesting is that this rate of gain for ideology is sharp enough as to ap
proach convergence from below with the stability shown for party identification at the 
highest levels of sophistication. And hence a significant role for ideological self‐placement 
in predicting vote outcomes, bringing joy to Kuklinski–Peyton “upbeat revisionists,” need 
not clash in any way with the situation that I was describing years before, especially 
when one‐third to one‐half of the “total sample” (the whole electorate)—and generally the 
less informed and interested—fail to vote in any case, and thus are missing data for vote 
predictions as well.

(p. 148) 1.2 Holders of “Real” Attitudes

Kuklinski and Peyton stress how few people in the electorate I consider to hold any “real 
political attitudes.” This is a rather loose reference, in the sense that no specific percent
ages are mentioned, and just how one could tell a “real” attitude from an unreal one is 
not covered. But it is easy to get the impression that “few” means some small fraction like 

2
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the famous 12–15 per cent numbers that I do cite in the Belief Systems essay where ac
tive use of ideological frames of reference are concerned.

Now Kuklinski–Peyton hardly stand alone in this reading of the essay. In fact, I think a 
majority of critics have read the essay the same way, and I have always found it painful 
and perplexing. The next chance I had to write at length again about these matters I not
ed that while I stood by my observations of low information and labile policy opinions, I 
said it would be unwise to push these results too far. “They are frequently misinterpreted 
as saying that not much of anybody has public opinions about much of anything. This is a 
disastrous misconstruction, for it fits no data at all” (Converse 1975, 83). It would be hard 
to speak much more plainly on the subject.

Granted that many may have missed this sequel on the subject, I have remained puzzled 
at how the original essay could have been read in this fashion as well, short of some des
perate need for straw men and caricature. So for this round I have reread the whole es
say for the first time in over thiry years. I looked for sentences and passages that seem 
thoroughly incompatible with such an alleged point of view on my part, that I could cite in 
a short footnote of exculpation. I had a goodly harvest of these before I arrived, late in 
the essay, at the description of one of the weakest “levels of conceptualization” that I was 
coding from open‐ended comments on the parties and the candidates in the presidential 
election. To achieve a level at least this low, I had to detect some significant trace of a pol
icy issue concern being expressed by the respondent. And it turned out that 78 percent of 
the sample brought at least one such policy opinion into their remarks. What could be 
more obvious empirical proof in the essay itself that I nowhere was claiming that “few” in 
the electorate held any “real” political attitudes, much less policy ones? So at this point I 
stopped the list I was compiling.

Of course, this does not solve the question as to “how real is ‘real’?” And here I must con
fess that still later in the essay I found a passage of four or five lines that I could see 
might be construed as such a claim, especially if “real” meant “replicable‐over‐time.” This 
passage reported my analysis of the trophy “power and housing” issue, where the high 
prevalence of “as‐if‐random” response patterns could be documented. I did point out right 
there that the power and housing issue was unique across a battery of such issue items, 
and was the most esoteric item in the battery, as witnessed by a surplus of “don't know” 
responses. But I also commented that while the other issue items failed to fit the diagnos
tic model, it would be safe to assume that some lower fraction of “as‐if‐random” response 
could be expected elsewhere. Even this hardly fits the attribution that I felt few real polit
ical attitudes existed in the mass public; but I can grant it might represent the seed for 
such a reading, as might the parallel treatment in the “Non‐Attitudes” paper (Converse 
1970).

(p. 149)

Actually, I would like to expand somewhat on this point, and regret that I did not do so in 
the original essay. It is obvious that inquiry into the complex matters covered by social 
science requires multiple methods to approach, since any given method of attack is likely 
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to achieve some illumination but be blinded to other facets of the situation. (The values of 
a multi‐method approach are reflected in most of the subjects tackled in this Handbook 
section, as we shall see.)

In the belief systems case, the advent of survey research gave a precious first view of be
lief systems in the public as a totality. Most survey research, however, is given over to 
“closed” questions, limiting the respondent to multiple‐choice answers specified by the 
researcher. “Open‐ended” questions, while liberating for respondents, are very time‐con
suming and likely to produce disparities that end up being uncodable. I was always grate
ful that in our election‐study shop we invested in at least some open‐ended questions. 
Without these, I would not have felt equipped to make some of the generalizations about 
belief systems that I ultimately did, with coding schemes like the “levels of conceptualiza
tion.” But even this luxury was only partial.

In the same general period, Robert Lane (1962) had conducted an elegant “clinical” study 
of beliefs, interviewing subjects at considerable length as to their assessments of the po
litical world around them. As his study and mine came to be read, I was often challenged 
in my implications that there were many important political topics about which people 
seemed to have little reaction. I had read the Lane report, and felt very little conflict in 
our accounts. This was because my study was really focused upon the degree of intercon
nectedness of political attitudes; and one constant complaint of Lane's was the frequency 
with which his informants failed to make rather elementary connections between cognate 
attitudes they expressed: “morselizing,” he called it. Given the clinical interview setting, 
he was free to explore more intensively these points of disconnection, which he found 
very recalcitrant, even under coaching. I later published comments on the hue and cry 
about Lane finding lots more attitudes than my “method” detected (Converse 1975). I 
sent Lane a copy in advance, and he agreed wholeheartedly that we were describing the 
same reality, albeit from somewhat different starting points. So I granted the critics that 
there were real methods differences here. I proposed that closed questions were akin to 
fishing with a spear or a rifle; while the Lane method was fishing with a net. It is obvious 
which method will discover the more fish, which is why I am chary of statements about 
the absolute paucity of stray “fish in the pond,” as opposed to statements about the pauci
ty of links between whatever number of fish turn up with either method.

In this spirit, I disavow any reading of the Belief Systems essay that concludes that most 
citizens lack political attitudes. I think there is a limited stratum—10 percent? 20 per
cent?—with a very sparse complement of such attitudes, mostly because of an aversion to 
the whole subject of politics. We are reminded of the David Butler interview with a lady in 
England who, when asked if she would vote in the upcoming election, said “Heavens, no. 
It would only encourage them” (the political classes). After all, this by itself counts as a 
“political attitude,” and probably a very replicable one for the holder, although perhaps 
lonely in that department. Actually, political attitudes abound: they simply tend to have 
narrow reach and idiosyncratic construction. (p. 150) My discussion on issue publics in 
general, and political attitudes about visible social groupings in particular, testifies to my 
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awareness of lots of “real” attitudes out there, although it is hardly a beginning of a typol
ogy of such.

1.3 The Theory of Democratic Elitism

Rohrschneider and Pefley address one spur of the elite‐mass gradient in political sophisti
cation, involving the presumption that politically “enlightened” elites are the guardians of 
democratic values, including political tolerance and minority rights. They argue a major 
corrective, not to the existence of large mass–elite differences in political cognitions, but 
to an early assumption based on data from well‐rooted democracies, that reigning elites 
are necessarily imbued with such liberal democratic values. As comparative elite re
search has come to include a much larger range of countries, it is clear that “eliteness” 
by itself hardly ensures any deep installation of democratic values, and this corrective is 
certainly demanded by the deep history of most nation‐states. Socialization into more au
tocratic past political practices can trump other forces on behavior at the elite level, as 
has been demonstrated in several of the newer democracies of Eastern Europe, and vari
ous fledgling democracies in less economically developed countries as well.

1.4 Political Socialization

Kent Jennings in this Handbook also discusses an increased emphasis within socialization 
research on “contextual effects.” These are effects of the broader context that are often 
neglected in research. Some of these are within‐country factors. While an attribute like 
party identification is seen as an entirely personal matter, I remember our delight in the 
discovery that although the effects were limited, party identifications were significantly 
stronger in those states where election laws presumed the normality of such identifica
tions, as in requiring a statement of party preference in registering to vote (in order to 
avoid cross‐party voting in party primaries), than in states where there was no such re
quirement (Campbell et al. 1960).

Of course such effects are likely to be writ even larger between countries with contrast
ing regimes, in exactly the ways that Rohrschneider and Pefley argue. Jennings goes on to 
point out that these effects are of great moment for a growing number of long‐term 
democracies which are now recipients of large populations immigrating from countries 
with very different political traditions. There has been little research on either the politi
cal socialization of children from these immigrant families, or for that matter, the resocial
ization of the adult migrant generation. He argues that both are major lost opportunities, 
and I shall shortly add another to this important socialization list.

In part because the whole paradigm for socialization studies presumes that early inputs 
from formal education and informal experience affect views of the political (p. 151) world 
downstream, this field has been blessed with an unusual number of relatively long‐term 
panel studies. Jennings reports a renewal of interest in the dynamics of socialization, 
which to date have in a general way supported the fundamental formative‐years hypothe
sis, with an increasing scientific purchase on details to flesh out the picture.



Perspectives on Mass Belief Systems and Communication

Page 8 of 15

1.5 Political Psychology

Diane Mutz reviews three developments in research in political psychology. One is a 
growing emphasis on emotions in the formation of political choices. From my own back
ground in social psychology and the study of attitudes, I had always considered that we 
were working squarely at the intersection of cognition and emotion. After all, the reigning 
definition of an attitude was “affect organized around an object.” But “affect” is thin gru
el, relative to the full palette of emotions psychologists study, and Mutz waves off sums of 
plus and minus valences, or “thermometer scores,” as not having much to do with real 
emotions, although the latter are admittedly difficult to study reliably. A second trend 
moves more to the cognitive side and examines the “biassed processing” of information. 
Some work in the area is of long standing, including the predispositions set by parisan 
identifications, or the study of selective exposure to information sources. More recent 
work debates such topics as the degree to which viewers of the political scene update 
their assessments in ways that fit the Bayesian paradigm. The third development carries 
us to the multi‐method approaches mentioned above, to escape too heavy reliance on sur
vey data. Here the possibilities are numerous and exciting, all the way from tighter labo
ratory studies of physiological states to exploration of neuroscience and brain imaging as 
a further window on both political emotions and aspects of information processing.

2 Political Communication
Although it is only one large rivulet in the complex study of political communication, con
cern over levels of information in the electorate has stimulated interest in communication 
patterns from almost the outset of survey‐based studies of the electorate. Paul Lazarsfeld 
at Columbia was a founder of communications research as a serious discipline; and his re
search group conducted the earliest serious presidential election studies starting in 1940. 
This group rapidly came to sense the weight of numbers of citizens who paid little atten
tion to politics, and came to imagine that the success of democratic forms must rest on a 
kind of trickle‐down process whereby the inattentive headed into elections must pick up 
cues from more attentive “opinion leaders.” This theory was examined most completely in
Berelson, Lazarsfeld, and McPhee (1954) and Katz and Lazarsfeld (1955).

(p. 152)

In the Belief Systems essay I attempted one large‐bore test of this hypothesis. In a system 
where the Republican Party catered to big business and the rich, while the Democrats 
tendered more to representing labor unions, minorities, and the working class, it seemed 
likely that the politically attentive would have little trouble voting their class interests. 
But the inattentive would have more trouble, unless the system was saturated with well‐
informed opinion leaders, available to provide cues. My dependendent variable was the 
correlation of class position and vote within “sophistication” levels based on the “levels of 
conceptualization” variable, from ideologues, through “group benefit” folks, then those 
most attentive to the “nature of the times”, and finally those who betrayed no policy issue 
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awareness at all, in their open‐ended discussions of the political scene. Now one can ar
gue that in a system perfectly lubricated by opinion leaders, with the individual sophisti
cation multiplied downward through interpersonal communication, the degree of class 
voting would even out across attentiveness groupings (Converse 1964, 232, figure 1). Of 
course it does not, with strong and monotonic differences in class voting from top to bot
tom within these levels for male voters. (On the other hand, this gradient, while steep, 
might have been steeper still if there had been no “opinion leader” effect at all!)

The same table includes a parallel display for female voters. This is of more interest than 
might appear, and for two reasons. First, the suffrage had only been granted by Constitu
tional amendment to women in 1920. Thus there was a large cohort of women who were 
born too early to be socialized into political attentiveness in the Jennings sense. Indeed, 
one problem interviewers had interviewing housewives as late as the 1950s and 1960s 
was the frequent complaint “why are you asking me these questions? You should come 
back and talk to the Mister.” The sharpness of this gender division of labor where politics 
was concerned is easy to lose sight of by modern times. Second, separating the women 
made sense because the considerable majority of them were indeed housewives. The old
er half of these housewives had grown up not expecting to follow politics, yet they had 
been eligible to vote for over a half‐dozen presidential elections. What better test of the 
opinion leader theory, given a Most Accessible Opinion Leader, right in one's own house
hold? But the women separately showed lower levels of class voting generally than the 
men, and less coherently as a function of levels of conceptualization.

2.1 Communication Nets

Our two Handbook chapters on political communication, by Huckfeldt and Semetko, bring 
us fast forward through forty years of research on the subject, and with a clear division of 
labor in the coverage. Huckfeldt's chapter focuses on studies of interpersonal communi
cation networks, which elaborate marvelously on the limited “opinion leader” beginnings. 
Such work presumes that individual citizen decisions reflect in some considerable degree 
their owners' participation in a socially embedded process involving many connections 
through which interpersonal influence can flow. My own household is highly familiar with 
the simplest and most (p. 153) brazen version of such flow, whereby at the approach of 
each local election we consult with varying friends who pay attention to city council, the 
school board, the library board, judicial candidates, and the like. The Huckfeldt treatment 
spreads over a much larger canvas where influence may well be more subtle and less 
election‐bound, but the importance of the network can hardly be questioned, however 
easily it may become lost from view in surveys of randomly selected individuals. Network 
studies in the grand manner tend to be large, expensive and complex, although the chap
ter is helpful with suggestions as to how some evidence of the communication context can 
be established even for more atomistic sample surveys. One halfway house involves a 
“snowball component” whereby discussion partners are elicited for some members of the 
main sample and independently interviewed about about own views and exchanged 
views.
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One of the network variables which has emerged as central in recent years is the homo
geneity or heterogeneity of opinion characterizing any given network, which may of 
course vary over time. One simple theory would argue that a network which is relatively 
stable might be expected to drift toward greater homogeneity over its life course. As it 
turns out, however, there are circumstances where network heterogeneity is more persis
tent than meets the eye. Among these are “lower‐density” networks, where there are 
weak ties with individuals less likely to communicate directly with most or all other mem
ber of the net. Debates are also flourishing as to whether or not network heterogeneity 
increases either political participation or political tolerance. One intriguing recent finding 
is that political discussions in heterogeneous groups not only increase member political 
information, but also help to inoculate participants against elite trickery in “framing” poli
cy debates in certain self‐serving ways.

2.2 Communication Channels

Semetko covers a wide range of other more institutionalized or mainly one‐way channels 
of communication to the citizen. She begins with a vivid reminder of how radically this 
scene has evolved on a global level, due to technologies that are in high revolution on al
most an annual pace, as exemplified by developments like political blogging, unheard of a 
relatively few years ago, but already a major industry for political communication; or on 
the other hand, the rapid decline of the major evening TV news broadcasts. It is not easy 
to conduct research with political communication in such flux. Nonetheless, review is pro
vided of a variety of research efforts, both survey and experiment based, to study the im
pact of news on public opinion and election outcomes. As Semetko points out, experimen
tal approaches allow for control, but are by the same token weaker on external validity. 
The flowering of the internet also opens the door to conducting less costly experiments 
and surveys online, although internet users are far from being representative of the popu
lation.

In a particularly impressive section, Semetko discusses three key concepts which have 
become central in political communication research, because of repeated demonstrations 
of their potency in communication effects. These include (1) agenda‐setting, (p. 154)

achieved by the media through choices as to what news to select; (2) priming, or contri
butions by the media in suggesting standards for evaluation of political leaders and par
ties; and (3) framing, whereby certain facets of a situation or problem are rendered more 
salient to underscore a desired definition or interpretation of what is at stake. The power 
of all three of these ploys has been frequently demonstrated in media research; but the 
same phenomena are of course in the toolkits of campaign strategists and leadership 

spinmeisters. They would seem to deserve equal study within political psychology under 
the rubric of problems in individual information processing. (Or perhaps the dynamics 
and correlates of gullibility are too obvious for serious examination.) A different approach 
is represented by functional magnetic resonance imaging (rMRI) to see if it can help un
tangle why Democrats and Republicans can reach opposite conclusions when given the 
same information.
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3 Conclusion

3.1 The Evolution of Belief Systems in Modern Electorates

I am often asked how durable I think the bleak portrait of the electorate I turned up in 
the 1950–60 period has been. My own empirical base for judgment is very limited, as I 
shifted to other pursuits after the election studies were appropriately put under more col
lective management around 1970. My casual view has been that there was nowhere to go 
but up, toward greater average voter competence, probably driven by the advance of edu
cation and functional literacy. As Kuklinski and Peyton point out, I was around long 
enough to appreciate some increased “muscle tone” in policy attitudes, although this 
seemed more a function of various moral issues brought to the surface by the culture 
wars of the 1960s than much change in more conventional issues of who gets what when 
and how.

When we had first decided to do some large election studies in France in the later 1960s, 
I was very eager to see what the French population looked like ideologically, and for a 
simple reason. The great multiplicity of French parties meant that it was hard to tell who 
was who without a scorecard. And the French press covered this blooming, buzzing party 
scene in fine degrees on the measuring stick of the left–right continuum, one great inheri
tance of the Revolution. So I fully expected to find a French electorate much more versed 
in the ballyhooed ideological yardstick. I was greatly disappointed: the French were not 
notably more agile in understanding “left” and “right” than US citizens were for the for 
the much less frequently‐used terms “liberal” and “conservative.” I came to realize that 
the public education system below elite levels in France was quite limited by US stan
dards; there was still a large peasant population with limited literacy; and so on. But it al
so seemed true that the size of the (p. 155) party system was itself a special barrier to 
comprehension. We asked citizens how they felt about the actual number of parties, as 
well as what they would see the ideal French party system to have. Most preferred a 
smaller system, including a serious number who wanted only two parties. As one woman 
put it: “there should be only two parties: just enough to express all the nuances of opin
ion.”

While advancing education no doubt is putting upward pressure on the competence of the 
US electorate, we should not forget another source, which I have mentioned above. This 
is the fact that in the period of the 1960 portrait there was still a significant reservoir of 
adult women in the sample who were socialized before female suffrage was approved, 
and hence who often considered “real” political attitudes to be a male prerogative. This 
cohort has now departed the scene, and it would seem that this fact in itself should raise 
average political awareness in some degree. Progress does occur!

Meanwhile by far our best marker for empirical updating of the portrait for the US elec
torate is Kathleen Knight's replication of the “levels of conceptualization” coding from 
open‐ended materials in the 1980 National Election Study (1985). This enterprise did 
show significant improvement, by comparison with the 1956‐based original. However, this 
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improvement was of a special front‐loaded sort. The small original fraction of ideologues 
and near‐ideologues was on toward doubled, a quarter of a century later. Otherwise, how
ever, the rest of the distribution seemed pretty much the same, once a tenth or so of the 
sample had been promoted out of it. Undoubtedly, if we were to know that progress is to 
be focused anywhere along the distribution, this is the most helpful point for it to be cen
tered. Kuklinski and Peyton also cite more recent replications in a number of European 
countries (Klingeman 1979; Dalton 2002). These latter findings mesh nicely with Knight's 
work, and it is fair to suppose that they stem from advancing education, although it is 
worth remembering that in Europe as well as the United States, the earlier period in
volved cohorts of older women interviewed because they were eligible to vote, but who 
had grown up in a world where women did not do such a thing, and following politics was 
exclusively the male side of the division of labor. Indeed, in some countries where female 
suffrage was achieved later, these transitional cohorts of females would figure to have 
been larger in the 1950s and 1960s than they were in the United States.

What broader sense is to be made of these gains limited largely to the top end of the 
pyramid? Surely a significant portion of these advances reflect not only the dissipation of 
the female suffrage lag but, more importantly, marked advances in education all around. 
We should also include here the ever‐growing supply of political communications from all 
sides and multiplying technologies. But why would these macrochanges not register 
across the spectrum? It almost seems as though there must be some counterforces, 
equally “macro,” which limit these changes. Here it is useful to remember that the por
trait is not a resultant of cognitive or information forces alone. Of comparable weight, we 
may presume, are motivational forces wrapped up in the trite term “political interest.” 
And with this in mind, the modernizing world does not want for counterforces.

(p. 156)

Perhaps it is myth in some degree, but in stereotypes of nineteenth‐century US democra
cy, politics (both local and national) was about the best spectator sport in town. Now the 
potent distractions are in our faces from all directions: the celebrity culture, popular mu
sic, “reality” TV along with endless “unreal” forms, and so on. Including most notably, 
perhaps, spectator sports galore. And by now, spectator sports not merely in the conven
tional sense, but sports where ingenuity now invites a level of direct participation on the 
part of bystanders themselves, which can easily consume more private hours per month 
than fans could hope to scrape out of mere spectating. I speak of the development of “fan
tasy sports,” built around professional baseball, football, and basketball, whereby fans 
compete to assemble artifactual teams of stars at auction, with the success of each myth
ic team depending on the relative aggregated performance of that set of athletes in that 
season's real sports action. We lack data on the number of hours spent nationally on this 
new form of amateur sports participation. But we do know, for example, that the amount 
of money changing hands nationally is up in the billions of dollars per year for fantasy 

baseball alone, dwarfing the amounts necessary to run a full 162‐game season for some 
thirty teams of actual professional baseball players whose achievements dictate the out
comes of the “amateur” fantasy competition. In short, there is a vast and growing number 
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of other interesting ways to spend one's time in our “modernized” societies to compete 
with politics‐watching. This fact alone can mean that some persons in the lower levels of 
political interest might be increasingly distracted from following politics, despite enjoying 
gains in formal education.

The vistas for further research on the nature of belief systems range from the simple and 
obvious to more complex ways of increasing our understanding of what the reality is in 
these regards, and how it is evolving in modern democracies. At the simple end is contin
ued monitoring from established benchmarks. For example, another quarter‐century is 
approaching since the Knight update of the original Belief Systems paper. The raw data 
are still being collected, in reasonably comparable forms, putting a new half‐century 
benchmark within reach. The main pitfall here would be drifts in the coding of open‐end
ed material, in the direction of stricter or looser standards, which could look like secular 
change even if constancy were to prevail.

It is tempting to think of a “simpler and safer” monitoring of information levels, after the 
fashion of Delli Carpini and Keeter (1996). The problem here for long‐term comparisons is 
that much political information is highly situational: recognition of public figures below 
the very top (the president), for example, ebbs and flows in the short term, and one would 
be rather hard pressed to design two information tests that would be really equivalent 
twenty years apart, save for items that represent lasting verities such as lengths of terms 
of various officials.

I have long found it useful to think of electorates in terms of two basic dimensions that in 
real life are largely orthogonal. One dimension is made up of all the “positioning” vari
ables, most notably involving partisanship and all the policy preference variables. This di
mension is cross‐cut by one that registers information about and involvement in the politi
cal world, positions aside. Whatever one calls this dimension—political attentiveness, so
phistication, etc.—it varies in natural (p. 157) electorates from very close to zero up to 
enormous heights. It is this variable we would like to measure for purposes of assessing 
long‐term change. Most political surveys try to tap a large number of positioning vari
ables, but tend to be woefully weak on the second dimension. A direct question about in
terest in politics is a good start, but near major elections it has a situational component 
which is not interesting variance. Other “knowledge” questions, such as recognition of 
the local congressman, produce a measure which has a lot of its working variance tied up 
in whether the respondent lives in a highly competitive district or not; or a district whose 
boundaries coincide with news watersheds, neither of which even pretends to differenti
ate attentive from inattentive neighbors.

No single item can make the needed discriminations here while sidestepping a lot of irrel
evant variance. One item, however, once regularly asked in the US National Election 
Studies (ANES), is:

Some people seem to follow what is going on in government and public affairs 
most of the time, whether there's an election going on or not. Others are not that 
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interested. Would you say you follow what's going on in government and public af
fairs most of the time, some of the time, only now and then, hardly any at all?

Response distributions on this item in the current period are excellent, with almost no missing 
data. The modal response across the four categories—“some of the time”—is only a little over 
one‐third of the sample, and the smallest response—“hardly at all”—still attracts about one in 
seven. Correlations of this item with other cognate variables, such as information levels on one 
hand, or emotional involvement in politics on the other, are routinely higher than those between 
purer information levels or purer involvement measures. Its main defect is that it is not hinged 
to any objective frequencies, leaving it more open for “social‐desirability” fudgings upward.
Nevertheless, if I were on a desert isle with only one variable to look at to assess long‐
term secular change in the political capacity of electorates, I think this is the item I would 
choose. However, more generic items of this kind need to be established in honor of my 
second basic dimension of democratic political life, to establish still more robust readings 
of trends in these matters, not to mention comparisons across electorates.
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Abstract and Keywords

This article gives an analysis that tries to explain the core elements of the concept of po
litical culture. It attempts to specify and differentiate the concept by considering impor
tant points of criticism, new problems, and perspectives. The analysis presented is con
ducted in four steps. The first step determines the paradigmatic core of political culture, 
and the second step suggests incorporating the civic community or the political communi
ty into the concept of political culture. The third step studies the problems of aggregation 
and causality. The fourth and final step provides summary conclusions and some consider
ations for the perspectives of future research.
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ALMOND and Verba's (1963) epoch‐making study, The Civic Culture, has inspired an 
abundance of succeeding studies and has made the concept of political culture one of the 
most important concepts of empirical political research. According to Eckstein (1988, 
789) the political culture approach can be considered as “one of the two still viable gener
al approaches to political theory and explanation…the other still being political rational 
choice theory”. In the competition of the two opposing approaches rational choice, which 
goes back to Downs's Economic Theory of Democracy (1957), has continuously gained in 
relevance. In the late 1970s and the early 1980s, rational choice became the leading ap
proach in political science and political culture decisively lost in relevance. However, 
since the end of the 1980s the concept of political culture has experienced a remarkable 
revival (Inglehart 1988; Almond 1993; Reisinger 1995). There are several reasons for this 
revival.

First, phenomena such as the fortification of Islamic fundamentalism as well as the extra
ordinary success in modernization in many East Asian countries cannot be explained 
without accounting for cultural factors (Inglehart 1988). Second, Putnam's (1993) Making 
Democracy Work, which has almost gained the status of a classic, has unravelled a previ
ous neglected dimension of political culture research. Putnam emphasizes the signifi
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cance of republican virtues of a civic community, such as cooperation and solidarity, for a 
functioning democracy. Third, the collapse of the communist system in central and east
ern Europe and the implementation of democracy in the region have culture as one of the 
key explanatory factors. (p. 162) Considering the fact that the first and the second waves 
of democratization were followed by reverse waves (Huntington 1993), the stability of 
these democracies in the third wave of democratization is questioned once again. Many 
authors consider the development of a political culture that is congruent with the institu
tional structure as a prerequisite for the consolidation of the new democracies in the re
gion (Linz and Stepan 1996; Rose, Mishler, and Haerpfer 1998; Diamond 1999; Merkel 
1999).

Along with the new interest in the concept of political culture, the “old” points of criti
cism reappear (Barry 1970; Rogowski 1976; Dittmer 1977; Lijphart 1980; Pateman 1980; 
Kaase 1983). Recent studies of political culture partially readdressed and partly even ag
gravate these points of criticism (Lane 1992; Street 1994; Laitin 1995; Reisinger 1995; 
Jackman and Miller 1996a, 1996b). Some of the most important points of criticism will be 
addressed in the following analysis.

Given the enormous amount of literature on political culture, I would like to identify the 
elements that I examine here. This analysis will not offer an extensive critique of the con
cept of political culture (cf. Pye 1968; Kavanagh 1972; Rosenbaum 1975; and especially 

Patrick 1984). Neither will it deal with a survey of the most important empirical findings 
of political culture research (c.f. van Deth and Scarborough 1995; Klingemann and Fuchs 
1995; Pollack et al. 2003; Dalton 2004, 2005). The objective of my analysis is first to expli
cate the core elements of the concept of political culture—which is rarely presented be
cause of the complexity of the research area. Second, I specify and differentiate the con
cept by taking into account important points of criticism, new problems and perspectives. 
These objectives should contribute to theoretically clarifying the concept.

The analysis is conducted in four steps. The first step determines the paradigmatic core 
of political culture. This is followed by a suggestion of incorporating civic community or 
rather political community into the concept of political culture according to Putnam. The 
third step discusses the problems of aggregation and causality, which entails strategic im
plications for the concept of political culture. Finally, I draw up summary conclusions and 
some considerations on future research perspectives.

1 The Paradigmatic Core of Political Culture
There are two possibilities in defining the characteristic features of the concept of politi
cal culture. To start with, one can focus on the concrete studies that are part of the politi
cal culture approach. The second possibility focuses on Almond and Verba, who are the 
founding fathers of empirical research of political culture. In my judgment, there is no 
reasonable alternative to the latter approach.
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Political culture research is characterized by an enormous diversity of studies on political 
attitudes. However, the theoretical status of a particular attitude and its (p. 163) explana
tory value often remain ambiguous. Both are mostly borrowed from The Civic Culture (Al
mond and Verba 1963) and this usually implicitly. Thus, political culture presents itself as 
collective term or a “rubric” (Reisinger 1995), which is analytically imprecise and hence 
has limited explanatory value. These two deficits appear in all criticisms regarding the 
concept. Yet, The Civic Culture has abetted this in two ways. First, it provides a very 
broad definition of political culture: namely, subjective orientations to politics. Second, 
the authors chose public‐opinion surveys for the generation of the data set of The Civic 
Culture. This data collection method allows for a relatively simple analysis of individual 
attitudes. On the premise of their definition and the given instrument, the original con
cept of political culture is nevertheless only explored on its surface.

The following analysis tries to encompass the core of the paradigm (Kuhn 1996) and the 
research program (Lakatos 1970) respectively. Such a core is provided by the assump
tions that cannot be abandoned unless the whole research design becomes obsolete. Such 
assumptions have been formulated in the introduction and the conclusion of The Civic 
Culture and Almond (1980) and Verba (1980) have further clarified these.

The underlying question of The Civic Culture relates to the persistence of democratic 
regimes. Herein rests the first and most pivotal assumption of the research program:

(1) A crucial factor for the persistence of a democratic regime is a political culture 
that is in congruence with the regime structure. Formulating this causal‐analytically, 
democratic culture is a determinant for the persistence of a democratic regime.

What is more, three further assumptions relate to the notion of political culture:

(2) The political culture of a country essentially derives from the attitudes of the citi
zens.
(3) The attitudes that are relevant for the political culture are those that have been 
internalized through socialization processes and are of a profound and enduring na
ture. Usually such attitudes are referred to as value orientations (Kluckhohn 1951; 
van Deth and Scarbrough 1995; Gerhards 2005).
(4) Political culture is a macro‐phenomenon. Only if it is considered a macro‐phe
nomenon can it feasibly influence the macro‐phenomenon of regime persistence.

The second, third, and fourth assumptions result in a fifth assumption:

(5) The political culture of a country must be construed by the aggregation of micro‐
data. The distribution of important attitudes of the citizens describes the operational
ization of political culture as a macro‐phenomenon.

Although the reference point of The Civic Culture is democracies, the scope of the political cul
ture concept is not restricted to democratic regimes. The assumption that a regime that wants to 
remain persistent in the long run, requires a political culture that is in congruency with the insti
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tutional structure, can be generally applied to all (p. 164) regime types. To enhance clarity and 
simplicity, I will restrict the following analysis to democracies.
The second and third assumptions postulate that the political culture of a country is es
sentially based on the attitudes of its citizens. However, thus far we have not explicitly 
presented the attitudes being considered. Hence, the question regarding the content of 
political culture arises.

2 The Content of Political Culture
There exists an extensive discussion on the concept of culture in the areas of anthropolo
gy and sociology (Keesing 1974; Peterson 1979; Gerhards 2005). Almond and Verba do 
not define their concept of political culture as a specification of the general culture con
cept against this research background. They merely refer to the ambiguities and the dif
fuseness of the discussion and then they immediately pinpoint political culture: “We em
ploy the concept of culture in only one of its meanings: that of psychological orientation 
toward social objects” (Almond and Verba 1963, 13). Political culture “thus refers to the 
specifically political orientations” (Almond and Verba 1963, 12). Accordingly, the intro
duction of The Civic Culture defines political culture with the help of a matrix that estab
lishes four classes (system as general object, input objects, output objects, self as object), 
and three attitudinal modes (cognition, affect, evaluation). However, the matrix insuffi
ciently meets the utility criteria of the limitation and unambiguousness of the content. Al
though this definition limits the spectrum of possible attitudes, it is still too broad to pro
vide viable grounds for analysis. Furthermore, the theoretical relevance of the individual 
attitudes remains unsettled in The Civic Culture. With regard to the matrix, critics have 
called the concept a catch‐all term—which may be everything and yet mean nothing at 
all.

The founding fathers of the concept have reacted in two ways. First, political culture is 
subdivided into system culture, process culture, and policy culture (Almond and Powell 
1978). System culture is the culture that is essential for the persistence of a democratic 
regime. Subsequently Almond (1980, 28; 1990, 153) defines system culture according to 

Easton (1965, 1975) as follows:

The system culture of a nation would consist of the distributions of attitudes to
ward the national community, the regime, and the authorities, to use David 
Easton's formulation. These would include the sense of national identity, attitudes 
toward the legitimacy of the regime and its various institutions, and attitudes to
ward the legitimacy and effectiveness of the incumbents of the various political 
roles.

Therewith, Easton's theory with its differentiation of the three objects and the corresponding at
titudes was integrated into the concept of political culture. In the following, I shall draw on his 
theory in a modified form, as a starting point (p. 165) for further precision in the concept. This 
modification distinguishes between three hierarchically ranked levels of democracy and the 
specification of causal relationships between these levels (Fuchs 1999, 2002).
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According to Easton (1965, 193) a regime encompasses three elements: “values (goals 
and principles), norms, and structure of authority.” My modification extracts values from 
the regime and postulates that values are considered a theoretical dimension themselves 
(Fuchs 1999, 2002; similarly Dalton 2004). Thus, the regime is only determined by its in
stitutional structure and hence it is analytically clarified. This corresponds with the ideas 
of neo‐institutionalism (Levi 1996; Crawford and Ostrom 1995; Rothstein 1996). More
over, this also corresponds with a later analysis by Easton (1990) The Analysis of Political 
Structure, in which he assigns behavioral norms and behavioral expectations not to struc
ture but rather to the culture of a political system.

A further distinction between the institutional structure of a regime and the individual in
stitutions is not necessary. The individual institutions are only relevant for the persistence 
of the democratic regime, if it is assumed that they are distinct from the regime as a 
whole. This, however, could be postulated for parliament in a representative democracy, 
but parliament only functions in relation to the government. And both institutions act 
within a frame of legal norms safeguarded by an independent judiciary. Therefore, the 
regime of a country can only be described through its institutional setting. Regime sup
port, which is important for persistence, directly points at the institutional setting. Easton 
(1965) has alluded to this before, which becomes apparent in his definition of regime.

I distinguish between three objects of a political system and the attitudes aiming at them 
(commitment to democratic values, support of the democratic regime of the country, sup
port of the political authorities). These can be structured hierarchically (Figure 9.1).

This hierarchical arrangement has several analytic advantages. First, as Easton (1965, 
1975) has already suggested, but yet not fully established, the causal relationships be
tween the three attitudes can be postulated. On the one hand, there is an overflow of val
ue orientations on hierarchically lower objects. Easton (1975, 451) has termed the result 
of this overflow on the regime as legitimacy: “[Legitimacy] reflects the fact that in some 
vague or explicit way [a person] sees these objects as conforming to his own moral princi
ples, his own sense of what is right and proper in the political sphere.” On the other 
hand, there is a generalizsation of experiences concerning the actions taken by political 
authorities and the resulting outcomes on hierarchically higher objects. Easton (1975, 
448) refers to the effect of these generalizations on the regime as trust. For Easton, legiti
macy and trust are two types of diffuse regime support. The causal direction in every par
ticular case, however, is an empirical question. Yet, it can be assumed that the causal di
rection moves top down (transfer) in fully established democracies, whereas it moves up
wards (generalization) in newly established democracies (Mishler and Rose 2002).
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Fig. 9.1  Model of system culture

A second advantage is the fact that each of the three hierarchically structured attitudes 
has different consequences for the political system. Support of the (p. 166)  government 
holding office—the most important category of political authorities—has direct effects on 
its re‐election or de‐election. The support of a regime of a country affects the persistence 
of the regime. Additionally, the commitment to democratic values is pivotal for the ques
tion of whether the populace prefers a democracy or another type of rule.

A third advantage is closely linked to the differentiation between the democratic regime 
of a country and the commitment to democratic values. One of the criticisms of The Civic 
Culture is its orientation toward the Anglo‐Saxon democratic experience (Brown 1977; 
Kaase 1983). Due to this, democracy as the normatively desired system of government 
was equated with a certain type of institutional setting. This equation might have been 
justified at the times when The Civic Culture was written. In the meanwhile, this became 
outdated by the ongoing discussion on the advantages and disadvantages of different nor
mative models of democracy. Thus, a conceptual differentiation between the support of 
democratic rule and the support of the institutional setting of the country is needed. This 
allows for the possibility that citizens prefer democratic rule but not the present type of 
democracy in their country. In this way a pressure arises to reform and improve the 
democracy in a country (Fuchs and Roller 1998; Fuchs 1999). This idea underlies the con
cept of the “critical citizen,” which has been formulated in recent analyses (Klingemann 
1999; Norris 1999; Fuchs and Roller 2006). According to the conceptualization, political 
culture refers to two dependent variables: first, the persistence of democratic regimes in 
general and second, the persistence of a democratic regime within a certain country. With 
regard to the persistence of the democratic regime in general, the relevant attitude is the 
commitment to democratic values. In view of the persistence of a democratic regime 
within a country, the relevant attitude is the support of the (p. 167) regime. According to 
Easton, this support can be split into legitimacy and trust. Consequentially, the concept of 
political culture is reduced to a rather scarce content, and the problem of integrating the 
many individual‐level orientations into a coherent concept is also reduced (Reisinger 
1995).
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3 Commitment to Democracy
The relevant attitudes for the persistence of the democracy in a country are the commit
ments to democratic values (cf. Figure 9.1). Among these the commitment to democracy 
is the most pivotal attitude of all. The stronger this commitment is, the more likely is the 
persistence and vice versa. Due to the significance of this attitude, I will present the dis
tribution of the commitment to democracy for a selected set of countries and then discuss 
these shortly.

The crucial question is, how this commitment to democracy can be measured. Especially 
in new democracies, where the perception and evaluation of democracy is still ambigu
ous, as citizens tend to mix it with autocratic elements (Rose and Mishler 1994; Shin 
1999). This problem can be reduced if attitudes towards democracy are systematically 
combined in an index with attitudes towards autocracy. Table 9.1 lists those respondents 
who have answered two questions on democracy clearly positively and two questions on 
autocracy clearly negatively, and labels them as solid democrats. Those respondents who 
believe that democracy is not better than autocracy or even prefer autocracy to democra
cy are labelled non‐democrats. All other respondents are called weak democrats.

The countries listed in Table 9.1 are limited to those countries which have been consid
ered “free” by Freedom House (2006). As the percentages of the three types show, there 
are remarkable differences between the regions and even within the regions themselves. 
The extent of solid democrats is relatively high in western and southern Europe and com
paratively low in eastern Europe, Latin America, and Asia. Exceptions must be made in 
these summary estimations for Finland (western Europe) and Portugal (southern Europe). 
In both countries less than 30 percent are solid democrats. In the case of Asia, Japan is 
the exception and Argentina is South America's exceptional case. In both countries more 
than 25 percent are solid democrats.

In total there are eight countries, in which the extent of non‐democrats overweighs the 
extent of solid democrats: Latvia, Lithuania, Romania, the Ukraine, Chile, Mexico, India, 
and Indonesia. As a criterion for the consolidation of a democracy it can be plausibly pos
tulated that at least the majority of citizens support democracy and consider democracy 
as “the only game in town” (Linz and Stepan 1996; Diamond 1999; Fuchs and Roller 
2006). According to this criterion democracy in these eight countries is certainly not yet 
consolidated. Above all in Lithuania and Ukraine (p. 168)  (p. 169)  (Europe), in Mexico 
(Latin America), and Indonesia (Asia) the number of non‐democrats decisively exceeds 
that of the solid democrats.
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Table 9.1 Commitment to democracy (*)

Region Non‐democ
rats

Weak democ
rats

Solid democ
rats

Western Europe

Austria 3.1 36.7 60.2

Belgium 7.6 53.9 38.4

Denmark 0.9 31.4 67.7

Finland 11.4 59.4 29.2

France 8.5 50.2 41.3

Germany 3.0 41.2 55.9

Iceland 1.3 39.4 59.3

Ireland 8.5 51.5 40.0

Italy 4.7 49.1 46.1

Luxembourg 8.5 57.5 33.9

The Nether
lands

3.5 59.4 37.1

Sweden 4.7 45.9 49.5

Great Britain 12.3 41.9 45.9

mean 6.0 47.5 46.5

Southern Europe

Greece 4.0 27.0 69.0

Malta 6.0 44.2 49.8

Portugal 10.9 67.8 21.3
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Spain 7.4 60.7 31.8

mean 7.1 49.9 43.0

Central Europe

Croatia 2.7 58.9 38.4

Czech Re
public

4.5 56.6 38.9

Hungary 10.3 62.9 26.8

Poland 15.2 65.9 18.9

Slovakia 14.0 61.3 24.7

Slovenia 8.3 61.1 30.6

mean 9.2 61.1 29.7

Eastern Europe

Bulgaria 15.9 61.5 22.6

Estonia 6.7 76.8 16.4

Latvia 13.0 77.5 9.5

Lithuania 12.5 75.1 12.3

Romania 31.0 53.6 15.4

Ukraine 20.1 71.9 8.0

mean 16.5 69.4 14.0

North America

Canada 9.2 49.1 41.7

USA 12.6 58 29.4
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mean 10.9 53.6 35.6

Latin America

Argentina 14.9 55.7 29.4

Chile 25.5 50.4 24.1

Mexico 34.7 58.7 6.5

Peru 13.6 72.7 13.7

mean 22.2 59.4 18.4

Asia

India 20.5 63.7 15.7

Indonesia 33.3 66.6 0.1

Japan 4.6 67 28.5

South Korea 10.1 77.2 12.7

mean 17.1 68.6 14.3

South Africa 19.0 52.5 28.4

Source: World Values Survey / European Values Survey, 1999–2002.

The countries listed in Table 9.1 have been unambiguously considered democracies by 

Freedom House (2006). Yet the listed percentages for the commitment to democracy 
show that the implementation of democratic institutions must not necessarily entail corre
sponding attitudes of the citizens. This is also the case for countries such as Mexico and 
India, where democracy already exists for a long time. According to the paradigm of polit
ical culture, the reverse should be assumed if it is the attitudes towards the regime which 
affect the persistence of the regime.

4 Political Culture and Political Community
Almond defined system culture with reference to Easton's theory. As a result, this defini
tion contains the attitudes towards the political community. Taking Easton (1965, 177) 
into account, the political community constitutes one of the three objects of a political 
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system. Easton (1965, 177) defines it through a division of labor among the members of a 
community. Thus, this establishes a relation among the citizens. Easton further states that 
the theoretical relevance of the political community is the ability to produce and impose 
generally binding decisions for the society. The prerequisites for producing binding deci
sions for a community are the willingness (p. 170) of the members to agree to such a divi
sion of labor in order to regulate common affairs. The particular type of political system, 
which produces and implements binding decisions, is not relevant.

The paradigm of political culture, however, does not consider any type of political system, 
but focuses on democracy. This means that the division of labor among the citizens is not 
arbitrary. Rather, it is regulated by democratic values and norms and these establish a 
certain relation between the citizens. The Civic Culture addresses this aspect in Chapter 
IX, “Social relations and civic co‐operation.” Almond (1980, 28) later assigned this dimen
sion to the category of process culture which consists of the “attitudes toward the self in 
politics…and attitudes toward other political actors (e.g. trust, co‐operative competence, 
hostility).” Yet, this is merely a terminological categorization.

Recently, the aspect of political community was systematically developed as a theory of its 
own by Putnam (1993) in Making Democracy Work. As the title states, this study estab
lishes an entirely new perspective than The Civic Culture. The reference point no longer 
is the persistence of democracies, but the functioning of democracies. Hence, democra
cies are assumed to be given, and the normative and practically relevant question consid
ers their quality. The normative criterion for the assessment of liberal democracies is the 
governance of the political process through the demands raised by the citizens. This regu
lation occurs to the extent that institutions and authorities act responsively to these pub
lic demands and implement these as policies (Dahl 1971). Putnam (1993, 9) expresses his 
democratic standards: “A high‐performance democratic institution must be both respon
sive and effective: sensitive to the demands of its constituents and effective in using limit
ed resources to address those demands.” His study focuses on the prerequisites of re
sponsiveness and effectiveness as the criteria of democratic performance: “what are the 
conditions for creating strong, responsive, effective representative institutions?” (Putnam 
1993, 6). The answer lies in the generation of a vibrant civic community. He operational
izes his question by constructing an “index of democratic performance” as the dependent 
variable and an “index of civic community” as the explanatory variable. In his empirical 
analysis of twenty Italian regions Putnam (1993, 98) discovers a very strong correlation of
r = .92 between the two indices. This is not actual empirical proof for a causal effect of 
civic community on institutional performance, but at least this provides empirical evi
dence in support of this assumption. However, for my purpose, the theoretical logic of the 
assumed causal connection is more important than the discussion of the empirical find
ing.

Putnam elaborates this theoretical logic within his concept of social capital. Social capital 
encompasses the three characteristics: social trust, norms, and networks of civic engage
ment (Putnam 1993, 167; also see chapter in this volume by Stolle). In the context of so
cial capital, Putnam restricts norms to generalized reciprocity (when he discusses civic 
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community he furthermore names political equality, solidarity, and tolerance). These 
three characteristics are not all located on the same level, but they are involved in a 
causal and dynamic relation. If one disregards the feedback relation for one instance, 
then the dependent variable of the model of social capital is social (p. 171) trust. Social 
trust is influenced by the norm of generalized reciprocity and the active engagement in 
voluntary associations (Putnam 1993, 171). This active engagement in voluntary associa
tions enhances the norm of generalized reciprocity. The networks of civic engagement 
constitute another dimension than the other two components of social capital: they are 
the socio‐structural base for the development of such civic norms as the generalized reci
procity as well as social trust (Newton 2001; Gabriel et al. 2002).

Putnam focuses less on the internal structure of the characteristics of social capital, and 
more on the effect on institutional performance and therefore on the functioning of 
democracy. Putnam sees this as a dual‐level process. On the first level, social trust en
ables cooperation of the citizens for mutual benefits (Putnam 1993, 171). Likewise, this 
cooperation improves the articulation of the citizens' common demands toward political 
authorities. The postulated effect of social capital on cooperation and institutional perfor
mance, however, is scarcely elaborated on and less persuasively justified than the inter
nal interrelation of social capital (Levi 1996). Thus, a need for further theoretical clarifi
cation exists.

Putnam's study has been evaluated in very different ways. Laitin (1995, 171) describes it 
as a “stunning breakthrough in political culture research.” In contrast, Jackman and 
Miller (1996a), Levi (1996), and Tarrow (1996) are far more critical of it. Critics are par
ticularly concerned with Putnam's empirical analyses and evidence for his theoretical as
sumptions. Jackman and Miller (1996a), for instance, question the value of the one‐dimen
sionality of institutional performance; they reach completely different results when they 
analyze individual components of institutional performance. Yet, more important is the 
criticism of the validity of both indices. The institutional performance measures policy 
performance (Tarrow 1996) and not democratic performance (Roller 2005). That these 
policies apply to Putnam's own democratic standards—responsiveness and effectiveness—
can at best be implied. A comparable level of doubt exists for the explanatory variables. 
The civic community is described by Putnam—besides networks of civic engagement—
through attitudes (civic norms, social trust), but the index of civic community encompass
es no attitudes, such as civic norms and social trust. If the validity of both variables is 
doubted, the strong correlation between them cannot be interpreted as empirical evi
dence for the theoretically postulated effect of civic community on democratic perfor
mance.

These criticisms raise the question of whether Putnam's study truly represents progress 
in the field of political culture research. As I see it, the study is innovative first in terms of 
the question addressing the quality of democracies and second, in its fundamental theo
retical assumption that the civic community is a decisive determinant for this quality.
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The problem of the persistence of democratic regimes was appropriate and fruitful in the 
light of the breakdown of European democracies between the two world wars and the 
competition between communism and democracy after the Second World War. Following 
the breakdown of communism, however, democracy won out as the only legitimate type of 
rule on a near‐global scale. Therefore, a change of perspective (p. 172) is necessary. This 
refers to the quality of existing democracies. Dahl (1989) demonstrated convincingly that 
establishing a democracy is not an “either/or”‐question, to be answered only once. From a 
certain level onwards, a level from which a political system can be considered a democra
cy, the raising of the quality of this democracy to reach an ideal level is considerable and 
desirable. Putnam's research introduced this hotly debated topic in normative democratic 
theory into political culture research, and therein lays one of his innovations.

Another innovation is based on the postulation that the civic community above all is re
sponsible for the quality of democracy. This idea is also developed in studies pertaining to 
many different disciplines of political science. Amongst them are the history of political 
thought (Tocqueville 1992), Republicanism (Taylor 1989), the theory of deliberative 
democracy (Habermas 1992; Bohman 2000), and the concept of civil society (Cohen and 
Arato 1992). In political culture research, this idea has only played a significant role since 
Putnam. As such, Putnam has prepared a more systematic linkage of normative and em
pirical research than was the case until then.

Putnam's civic community is a complex phenomenon, not to be entirely accommodated by 
political culture. On the one hand, it encompasses a socio‐structural as well as a behav
ioral dimension. The socio‐structural component consists of networks of voluntary associ
ations and the behavioral components of active engagement in these voluntary associa
tions. On the other hand, it encompasses an attitudinal dimension. This dimension con
sists of those norms and values that govern the political interactions and cooperation of 
citizens. On the premise that political culture is formed from attitudes and the analytical 
clarity of the concept is not further diluted, the attitudinal dimension of civic community 
can only be understood as a component of political culture. Civic norms and values such 
as social trust, political tolerance and generalized reciprocity are then cultural predictors 
for citizens' cooperative behaviour for the expression and implementation of their de
mands.

As a consequence of this discussion on the issue of Putnam's study, the core of the re
search program of The Civic Culture needs to be extended by a sixth assumption:

(6) The civic norms and values underlying the cooperation of the citizens are signifi
cant determinants for the functioning of a democracy. The normative criteria for its 
functioning are the responsiveness and effectiveness of the political institutions on 
the demands of the citizens.
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5 The Problem of Aggregation
To this day, political culture research predominantly consists of analyses on the micro‐lev
el of citizens. This is justified by the extent to which the relevance of the attitudes is theo
retically explained and the central assumptions of the paradigm of (p. 173) political cul
ture are applied. These assumptions maintain that political culture as a macro‐phenome
non affects the persistence and quality of democracies. With regard to these assumptions, 
there is a severe conceptual problem as well as a considerable deficit in research. This 
section discusses this conceptual problem and the following section addresses the deficit 
in research.

The conceptual problem lies in the fact that political culture originates from the micro‐
level where its data is collected and yet it is a macro‐phenomenon: “Political culture is the 
property of a collectivity…Individuals have beliefs, values and attitudes but they do not 
have cultures” (Elkins and Simeon 1979, 129). The aggregation of individual attitudes is 
the means used to transfer from the micro‐level of the citizens to the macro‐level of the 
collectivity. Various authors have criticized this mechanism of aggregation (Scheuch 
1968; Pye 1972; Kaase 1983; Patrick 1984; Reisinger 1995; Seligson 2002). Reisinger 
(1995, 339) pinpointed the problem: “The challenge is to overcome the ‘individualist falla
cy’—the fallacy of deriving conclusions about a higher level of aggregation from data on 
individuals without a theoretical rationale that links the two levels.” One can object that it 
is not the individual attitudes that constitute the political culture of a collectivity but the 
distribution of these attitudes. According to Pye (1972, 293), however, this is only “a more 
sophisticated vision that macro‐systems are no more than extrapolations of micro‐sys
tems.”

The political culture paradigm has not overcome this problem of aggregation. However, 
the exploration of certain alternatives is a step towards a solution. The aggregation mech
anism subsumes that the data of individual attitudes are collected through representative 
random samples. This aggregation implies that each individual receives an equal amount 
of weight in the whole data set. In how far is this justified? It is generally known that one 
of the most significant characteristics of the western civilization is the value of the indi
vidual. This is legally codified by the constitutions of most countries and is expressed in 
the equal weight of each citizen in the political system. Dahl (1989, 97) goes a step fur
ther and makes a “strong principle of equality” the starting point for the development of 
his criteria for an ideal democracy. To the extent that this value is implemented in the po
litical system, this aggregation mechanism is appropriate. Thus, it can be implied that the 
distribution of the equally weighted attitudes of the citizens can also affect on the depen
dent variable of political culture.

Nevertheless, individualism as a basic and unequivocal value cannot be claimed for other 
civilizations (Lerner 1958; Huntington 1996; Eisenstadt 2000). In many Asian countries, 
the community ranks higher than the individual. Additionally, many of these Asian com
munities are particularly hierarchically structured, which results in the elite having a 
much stronger influence on the attitudes and behaviour of the average citizen than in the 
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case of individualistic and egalitarian western communities. Thus, this can cast doubt on 
whether the representative random samples—which rests their value on the equal weight 
of each respondent—can be regarded as applicable. Insofar as elite surveys may be an al
ternative data source, this (p. 174) must be discussed elsewhere. Thus, we can assume 
that aggregation relying on the equal treatment of individual attitudes is justified in west
ern communities.

The problem of aggregation is linked to two further problems. The first addresses the 
number of attitudes that need to be aggregated to thoroughly describe the political cul
ture of a collectivity. This problem can be solved by assuming that for the dependent vari
able only one attitude is relevant. For the persistence of democracy in general and for 
that of an individual nation, the theoretically most probable attitudes would be the com
mitment to democracy as a value and the support of democracy in the particular country. 
It is not by chance that these attitudes have gained prominence in political culture re
search (Dalton 2004; Fuchs and Roller 2006). Nonetheless, if we assume that political cul
ture is an amalgamation of several attitudes, the situation becomes more complicated. As 
a consequence, a pattern must be detected through the aggregation of attitudes. Fuchs 
and Klingemann (2002) have recently undertaken such a venture based on theoretical 
considerations and the method of a discriminant analysis. Yet, this was restricted to a de
scriptive analysis of a comparison of countries.

The other problem lies in the definition of a collectivity. Political culture is only conceiv
able as a characteristic of a collectivity. This, however, requires that the collectivity form 
a meaningful entity and not just an artificial construction. In today's nation‐state democ
racies, the relevant collectivity is formally and unambiguously defined as the total of all 
individuals residing in state territory who have the legal status of citizens. Citizenship en
ables drawing clear borders between those who belong to the collectivity and those who 
do not. The collectivity of citizens elects its representatives, who are responsible for the 
people. This collectivity is the ultimate sovereign power and the persistence and quality 
of a democracy relates to it and depends on it. In Western communities with historically 
grown collectivities (national communities), the citizens subjectively perceive themselves 
as members of the collectivity. Thus, the collectivities of Western democracies are both 
formally and subjectively defined. They form a meaningful entity to which a political cul
ture can be accounted. How far this also holds for postnational and supranational commu
nities is another question, because these are problematic due to the unclear borders and 
the lack of historically grown commonalities. Only if it we assume that a collectivity exists 
to which a political culture can be assigned, can we raise the question of the causal ef
fects of political culture.

6 The Question of Causality
Thus far, political culture research has concentrated on analyses at the micro‐level. At 
this level, the dependent variables are the political attitudes and behavior of the citizens, 
although political behavior cannot be accounted to the narrower concept of (p. 175) politi
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cal culture. However, on a broader scale, studies with political behaviour as dependent 
variable can be allocated to the paradigm for two reasons: first because political behav
iour can be explained through political attitudes, and second because they can function 
as an intervening variable between political attitudes and their systemic consequences. I 
shall focus on the attitudes as a substrate of political culture in the following.

The question of causality is relatively unproblematic on the micro‐level of attitudes. Based 
on a given theoretical perspective, one attitude is defined as the dependent variable and 
one attempts to explain it with the help of additional attitudes. If, for example, the theo
retical reference point is the persistence of democracies, then regime support could be 
the relevant dependent variable. If the quality of democracies is the theoretical reference 
point, social trust could be a meaningful option as a dependent variable. In the meantime, 
a plethora of studies has empirically analyzed the determinants for regime support. Since 

Putnam's investigation (1993), the number of studies explaining social trust has soared 
exponentially (cf. Gabriel et al. 2002; Hooghe and Stolle 2003; Newton chapter in this vol
ume). To specifically determine the explanatory variable, the concept of political culture 
merely provides overall reference points. The Civic Culture (1963) postulates that the ba
sic attitudes of political culture are internalized through processes of socialization. Yet, in 
a later analysis, Almond (1990) does not exclude the effects of experiences made with the 
institutional mechanisms and performance. This knowledge, however, does not provide 
sufficient instruction for the specification of empirically testable causal models. There
fore, theories from other approaches, such as system theoretical, institutionalist, or social 
psychological approaches, can be taken into consideration. These approaches serve to 
compensate the theoretical deficit on the micro‐level.

Regardless of the question of which relevant attitudes are explained, such causal analy
ses remain within political culture. The theoretical relevance of attitudinal analyses re
sults from the assumed effect of political culture on the persistence and quality of democ
racies. To verify this assumption and provide with it a paradigmatic supposition of the po
litical culture concept, the persistence and quality of democracies must be defined as de
pendent variables and explained through political culture. This implies a transfer from the 
micro‐ to the macro‐level.

There is limited research regarding such analyses on the macro‐level. This stems from the 
lack of a necessary database, which must fulfil two criteria. First, it must contain random 
samples for an adequate amount of countries in order to conduct the analysis. Second, 
these samples must contain theoretically relevant variables of political culture. The World 
Values Survey, first carried out in 1981 and most recently in 1999–2002, meets this crite
rion. In terms of the paradigm of political culture, the potential for analysis of the World 
Values Survey has only been exploited by Inglehart and his counterparts so far (Inglehart 
1997; Inglehart and Baker 2000; Inglehart and Welzel 2005, 2006). These studies provide 
empirical evidence of a correlation between political culture and institutional variables.

The persistence of democracies is operationalized in two of these studies with the dura
bility of democracies (Inglehart 1997; Inglehart and Welzel 2005). Presuming (p. 176) that 
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this is a valid measurement of the construct, the question of causality remains unan
swered. One of the central points of criticism of the concept of political culture was ad
dressed by Barry (1970): the problem of what is cause and what is effect. According to 

Barry (1970), the causal direction of political institutions on political culture is just as vi
able in reverse. The unanswered question of cause and effect on the macro‐level cannot 
be solved with a regression analysis that uses the durability of democracy as the depen
dent variable. However, the durability of democracies can just as plausibly serve as an ex
planatory variable, which can be further specified and tested in terms of the explanation 
of political culture. As long as this empirical ambiguity exists, research relies on addition
al historical evidence for the location of a postulated causal direction. Yet, these bear a 
high plausibility (Almond 1980).

The question of causality is less complex if the dependent variable is the quality of 
democracy. The cases for analysis could be contemporary democracies and the World Val
ues Survey could be used as the database for the survey of political culture. The stan
dards of the quality of democracy are the responsiveness and effectiveness of political in
stitutions among others. The responsiveness can be measured through the congruency 
between the demands of the citizens—data collected through representative random sam
ples—and the party and governmental platforms (Klingemann 1995). Many OECD coun
tries have a sufficient amount of macro‐data to measure effectiveness. An example for the 
explanation of differences in the effectiveness in OECD countries is provided in a survey 
by Roller (2005). This investigation does not include cultural variables as predictors, but 
rather institutional, partisan, and socioeconomic variables. However, Roller's model for 
analysis can easily be supplemented by cultural variables. This would make it possible to 
empirically detect the relative explanatory value of the different categories of predictors 
for political effectiveness and, in a further step, compare different theoretical approach
es.

Another possibility to measure the quality of democracies is the degree to which a civil 
society exists. This can be operationalized through the level of active membership of citi
zens in voluntary associations and the participation of citizens in activities of these volun
tary associations. However, the vitality of the civil society as a democratic standard must 
be justified normatively beforehand. In liberal democracies, for instance, this democratic 
standard is not self‐evident. Habermas (1992), for example, argued for this justification in 
his theory of deliberative democracy. Thus, civil society attains a double status in the par
adigm of political culture. First, it is a dependent variable, as far as it is a democratic 
standard itself. Second, it is an explanatory variable, to the extent that it is congruent 
with the theory of Putnam (1993), where the dependent explanatory variable is the re
sponsiveness and effectiveness of democratic institutions.

The deficit in theory of the concept of political culture that has already been described on 
the micro‐level also applies to the macro‐level. It concerns the persistence of democracies 
as well as the quality of democracies as explanatory variables. Regarding the quality of 
democracies, Putnam (1993) states that the aggregated social trust of the public affects 
institutional performance. This occurs because social trust improves cooperation for the 
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articulation of the demands by the citizens. We have (p. 177) already discussed the need 
for theoretical clarification for the explanation of the chain of cause and effect postulated 
by Putnam.

Various arguments support a causal effect of the aggregated regime support on the per
sistence of the regime. In a liberal democracy with a competitive party system, a regime 
change is almost unimaginable, as long as the majority of citizens support the regime. For 
a stable democracy, Diamond (1999) argues that at least two‐thirds of the citizens must 
support democracy. Taking into account that each ballot weighs equally, anti‐system par
ties face no realistic chance of changing a regime when they represent such a small mi
nority.

The explanation of the effect of political culture on the persistence and quality of democ
racies is not a theoretical explanation, rather a consideration of plausibility. Although Al
mond (1980) states that “political culture is not a theory” and concludes that “the ex
planatory power of political culture variables is an empirical question, open to hypothesis 
and testing.” To reasonably specify a hypothesis, a theory is required and this theory is 
not provided by the political culture concept. In the light of established standards of sci
entific philosophy, the criticism of a deficit in theory must also be maintained on the 
macro‐level. However, every research paradigm can only be judged adequately in com
parison to competing paradigms. This competing paradigm is the political‐economy ap
proach located on the macro‐level. Yet, it cannot suggest more than considerations of 
plausibility for the empirical evidence that is presented (Lipset 1993, 2000; Przeworski et 
al. 1996). On the macro‐level, a fundamental deficit in theory exists and the question aris
es how this trouble spot can be solved in further research.

7 Summary and Prospects
The renaissance of the concept of political culture has been accompanied by a series of 
evaluations, some of which were rather critical. Some of these evaluations carefully ex
amine the renaissance and on the basis of designated standards of philosophy of science, 
they conclude that merely a “renaissance of a rubric” (Reisinger 1995) can be detected or 
political culture is simply a “degenerate research program” (Laitin 1995). In contrast to 
this, I would like to introduce two objections and two specifications of the question of po
litical culture. This will be followed by an elaboration of core assumptions of the concept. 
This discussion serves to identify reference points for a positive heuristic of the political 
culture paradigm. According to Lakatos (1970), a positive heuristic is a criterion for a 
progressive research program.

The first objection essentially focuses on the reference point for the evaluation of the po
litical culture concept. Many critics refer to the broad number of studies that describe 
themselves or are attributed to the political culture approach. One can reasonably doubt 
how many of these studies represent the concept of political (p. 178) culture, beyond their 
analyses of political attitudes. The impression of political culture being a rubric is closely 
linked to this observation. Consequently, we underestimate the theoretical potential for 
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the development of the concept that derives from The Civic Culture. Almond (1980, 1990, 
1993; Almond and Powell 1978) has hinted at this potential in various publications suc
ceeding The Civic Culture. This essay has attempted to further clarify theoretical and ana
lytical aspects.

On the one hand, I suggest differentiating the political system in three objects that are in 
hierarchical order. I have also postulated causal relationships between the attitudes that 
refer to these three objects. On the other hand, I have integrated Putnam's (1993) theory 
into the concept of political culture. Putnam's study has been proclaimed a “progressive 
research program” by Laitin (1995)—in contrast to political culture research as a whole—
and perceived as a breakthrough. Through this integration, the concept of political cul
ture accesses a relevant question: the quality and the functioning of contemporary 
democracies. This integration simultaneously has the result that the question of political 
culture is expanded beyond the persistence of regimes. Accordingly, this achieves a broad 
scope for possible analyses within the frame of political culture, and this is one of the cri
teria for a positive heuristic, which Laitin has demanded.

The second objection refers to the evaluation standards. The utility of a research program 
cannot be evaluated absolutely, but merely in comparison to the competing research de
sign. Laitin (1995, 168) realizes that “any social science research program” would have 
difficulties in fulfilling the criteria. The competing research program is rational choice 
(Eckstein 1988; Reisinger 1995) and on the macro‐level a political‐economy approach. 
The latter is often linked to the rational choice paradigm.

Once the standards of philosophy of science are applied, the rational choice paradigm is 
also put under severe criticism (Friedman 1996). Green and Shapiro (1994) even state 
that there are Pathologies of Rational Choice Theory. One of these pathologies, the para
dox of voting, has been refuted within the rational choice paradigm by Brennan and Lo
masky (1993) with their concept of expressive voting. This concept contains orientations 
that are closely related to value orientations. Thus, the borderline to the political culture 
approach is blurred. I do not want to continue to elaborate on the contents of this discus
sion, rather I would like to state once more: the supremacy of the paradigm in compari
son to others cannot be merely theoretically explained, but requires systematic and em
pirical comparisons in terms of its descriptive and explanatory potential. These systemat
ic comparisons have not been addressed thus far and their implementation can be consid
ered a positive heuristic for further research.

The question of The Civic Culture deals with the persistence of democracies. This is speci
fied in transformation research. This approach describes the consolidation of democra
cies as the third phase of the system change, after liberalization and democratization 
(O'Donnell, Schmitter, and Whitehead 1986; di Palma 1990). A newly established democ
racy is consolidated to the extent to which the relevant actors have internalized democra
cy and its values (Linz and Stepan 1996; Diamond 1999). This complies with the essential 
idea of political culture: a persistent (p. 179) democracy requires the congruency of struc
ture and culture. Transformation research has developed a theoretically sensible chronol
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ogy and realizes that the development process has reached its final ideal if all actors have 
internalized democratic values (see chapter in this volume by Shin; Klingemann, Fuchs, 
and Zielonka 2006).

A further specification consists in the differentiation between the category of persistence 
and the attitudinal constructs that are assigned to it (cf. Figure 9.1). This is based on the 
premise that many different legitimate forms of democracy exist. Accordingly, one must 
differentiate between the persistence of democracy in general and the persistence of 
democracy that has been institutionalized in a certain country. For the political culture of 
a country this means that the citizens can prefer another type of democracy to the one 
that exists in their country, but in general they will still want to maintain democracy as 
such. Provided that the concept has been differentiated as mentioned above, the political 
culture research can tie with the discussion on different normative models of democracy 
(Fuchs 2002; Fuchs and Klingemann 2002).

I would like to conclude my discussion with two further considerations, which could re
sult in a modification of core assumptions of the paradigm of political culture. One of the 
considerations refers to the broadening of the scope of the paradigm to countries that 
have either autocratic regimes or are regimes in the democratization process. These 
countries, which are no longer democratic or not yet democratic, are referred to as de
fect democracies (Diamond 1999; Merkel et al. 2003). The core assumption that the politi
cal culture is the essential prerequisite for the persistence and the change of a regime 
can also apply to these regimes. The inherently postulated effect that culture has on 
structure is presumably stretched on a longer time span in defect democracies than in 
functioning democracies. It seems implausible for autocracies and defect democracies 
that a regime may be persistent if its culture is incongruent with its structure. However, 
it is questionable whether the influential bearers of the political culture in these regimes 
are average citizens or whether they are elites. Considering the latter premise, the politi
cal culture, that is relevant for both regime persistence or regime change, cannot merely 
be constituted by the aggregation of attitudes through representative random samples 
but also through elite surveys.

The second consideration refers to the question of the bearers of political culture. In the 
research program that derives from The Civic Culture the bearers of political culture are 
the citizenry. Many theoretical studies (cf. Huntington 1996; Eisenstadt 2000) are based 
on the assumption that cultures have developed in the long run. This assumption also un
derlies the empirical analyses by Inglehart and Baker (2000) and Fuchs and Klingemann 
(2002). Both studies presuppose that the enduring culture has an effect on the current 
value orientations of the citizens. An analysis of those long‐run cultures cannot replace 
the analysis of currently existing cultures. It can merely supplement the analysis. The 
persistence and the change of a regime may only be influenced through the actions of the 
citizens. Direct predictors for action are the attitudes that citizens possess at present. 
The attitudes are developed through processes of socialization and the socialization agen
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cies (especially educational (p. 180) institutions and their actors) bear the influence of the 
culture that has developed in the long run.

The assumption that a culture that has developed in the long run can only be fruitful in 
social science if the specific bearer can be identified. Such bearers could be collective ac
tors such as political parties, but most of all political institutions (Gerhards 2005). The 
culture in these institutions is manifested in the texts and the value orientations in these 
texts. I would like to name only two examples. One example, which is particularly rele
vant for political institutions, is the constitution. Constitutions enshrine principles and 
values that underlie a certain type of rule. The second example refers to the internaliza
tion of these principles and values, which is carried out in the process of socialization in 
educational institutions. Their culture can be described by analyses based on school
books, curricula, or related texts.

Both the interrelation of elite culture and mass culture as well as the influence of culture 
in the long run on the contemporary culture can be empirically analyzed. These, however, 
require relatively complex research designs. The specification and implementation of 
these research designs constitutes another positive heuristic of the research program of 
political culture.
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Abstract and Keywords

This article discusses the concept of individual modernity, which deals with the psycho
logical characteristics that are supposed to become dominant among individuals as soci
eties undergo modernization. It discusses the individual modernity scale, which helps 
measure specifically modern psychological orientations among individuals. Civic culture 
and individual modernity is discussed further in the article. The two variants of moderni
ty, theories of modern value change, and the two sets of modern values are some of the 
other topics covered in the article.
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THE concept of Individual Modernity deals with the psychological characteristics that are 
supposed to become dominant among individuals as societies move through the far‐rang
ing socioeconomic transformations known as modernization. Thus, the concept individual 
modernity is a specific version of modernization theory focusing on the subjective dimen
sion of modernization. Because individual modernity is addressing psychological orienta
tions that are assumed to become ever more dominant, it is directly related to theories of 
cultural change or value change, such as the theory of postmaterialism or the theory of 
rising emancipative values. As a psychological concept, individual modernity overlaps 
with the concepts of the “democratic character” and “open‐mindedness” or “personality 
strength.” The subsequent sections try to outline important aspects of these connections.

1 The Individual Modernity Scale
The term individual modernity has been introduced by Alex Inkeles (1969, 1978, 1983) 
who invented a scale of “overall modernity” (OM scale) to measure specifically modern 
psychological orientations among individuals. Unlike standard modernization theory, 
which concentrates on objective socioeconomic transformations, the concept of individual 
modernity is focusing on the psychological effects of modernization (p. 186) on people. It 
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is searching for the “sociocultural aspects of development” (Inkeles 1978, 49). According
ly, this theory operates at the micro‐level.

Neutrally formulated, individual modernity comprises all orientations that become domi
nant psychological traits as modernization processes, such as industrialization and urban
ization, transform the living conditions of individuals. It is assumed that the orientations 
of modern individuals become lasting personality traits, meaning that the modal type of 
personality changes in the wake of modernization, creating a “new man” who changes the 
cultural outlook of entire societies. Thus, collective changes of individual‐level psychologi
cal attributes accumulate to cultural changes at the societal level, reshaping a society's 
prevailing psychological constitution. Looking at the concrete attitudes and orientations 
that constitute individual modernity, Inkeles (1978, 49) identified:

(1) an open attitude to new experience (open‐mindedness);
(2) allegiance to secular authority (secularism);
(3) a positivist belief in scientific progress (positivism);
(4) a strong achievement orientation (meritocratism);
(5) a rational attitude towards careful planning (rationalism);
(6) a participant attitude to politics and community affairs (activism);
(7) a super‐local identification with the nation (nationalism).

As modernization advances, ever more persons will be characterized by these orienta
tions, making populations more open‐minded and more secular, positivist, rational, ac
tivist, and achievement oriented.

2 Individual Modernity and the Civic Culture
Inkeles emphasized that the “modern personality” is not necessarily a “democratic per
sonality.” In this point he explicitly declared disagreement with Almond and Verba's 
(1963) civic culture approach:

Those familiar with the Civic Culture will recognize these traits as very similar to 
those delineated by Almond and Verba as defining the model of a democratic citi
zen. According to them the citizen of a democratic polity is expected … to stress 
activity, involvement, rationality. … But I hold that exactly the same qualities are 
appropriate to…the citizen of a one‐party dictatorship such as that found in the 
Soviet Union. … It seems, therefore, that Almond and Verba have labeled as 
specifically “democratic” something which is a more general requirement placed 
upon the citizen of a modern state, whether democratic or otherwise. (Inkeles 
1969, 255)

Inkeles's attempt to set his approach apart from Almond and Verba was partly misleading, for 
these authors, too, emphasized the distinction between “democratic” (p. 187) and “modern” 
qualities. In fact Almond and Verba (1963, 5) claimed that what they consider as the psychologi
cal underpinnings of a democratic order—the civic culture—“is not a modern culture, but one 
that combines modernity with tradition.” More appropriately, Inkeles would have distanced him
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self from Harold D. Lasswell (1951) who indeed described a set of orientations similar to Inkeles' 
“modern personality” as the hallmark of a “democratic personality.” Almond and Verba for their 
part dissociated their civic culture approach from Lasswell's democratic personality approach 
arguing that “Lasswell's democratic qualities are not specifically political [italics in the original] 
attitudes and feelings, and they may actually be encountered in great frequency in societies that 
are not democratic in structure” (Almond and Verba 1963, 10). Like Inkeles, Almond and Verba 
denied the democratic quality of such orientations as open‐mindedness and self‐esteem, which 
Lasswell considered as inherently democratic. Almond and Verba were interested in a civic cul
ture that helps sustain a democratic political order. They believed that such a culture is not built 
on general psychological orientations towards life and people but consists of specifically political 
orientations that confer legitimacy to given institutions and the political system at large. Accord
ingly, satisfaction with democracy and commitment to democratic procedures are of more direct 
relevance to the stability and florescence of democratic regimes than such personality attributes 
as self‐esteem and open‐mindedness (Almond and Verba 1963, 15).
Still, there is a connection between the two approaches. For example, Almond and Verba 
place strong emphasis on “subjective competence” (i.e. the feeling of individual compe
tence) as an orientation that democratic citizens need because democratic systems re
quire active participation in politics and because active participation is only pursued by 
people who feel sufficiently competent in political matters. In this light a linkage between 
Almond and Verba's subjective competence (also conceptualized as “internal efficacy”) 
and Lasswell's self‐esteem is intuitively plausible: logically, people who have more self‐es
teem than others have most likely also stronger feelings of competence. Sniderman's 
(1975) research has demonstrated that this linkage indeed exists.

3 Two Variants of Modernity: Democratic and 
Totalitarian
Almond and Verba's notion reflects the prevailing view of modernization in the 1960s and 
1970s when one saw open‐minded attitudes linked with modernization but not with 
democracy. For not all modern mass polities have been democratic ones. Sniderman 
(1975, 220) summarizes this view when speculating that (p. 188)

the same psychological qualities that distinguish a democrat in the United States 
may well characterize a communist in Soviet Russia; for insofar as the linkage be
tween personality and political ideology is a matter of social learning, then high 
self‐esteem … ought to drive individuals towards accepting the norms of their po
litical culture, whatever those be.

This presumes that each political order is equally capable to instill in its people the values that 
sustain it. In other words, both democratic and totalitarian orders have the capacity to cope with 
modernization and with the open‐minded orientations coming along with modernization.
Early on modernization was supposed to bring social mobilization and mass inclusion into 
politics (Deutsch 1963). But leading scholars such as Huntington (1968) emphasized that 
social mobilization and mass political involvement does not necessarily lead to capitalist 
western democracy. In line with Moore (1966) many social scientists considered the Sovi
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et type of communist dictatorship as another variant of modernization. The fact that the 
Soviet model was totalitarian has not been seen as a contradiction to modernization. 
Quite the contrary, totalitarianism itself has been considered as a genuinely modern con
figuration of the state (Friedrich and Brzezinski 1965). In the same vein, Loewenstein 
(1957) and O'Donnell (1973) theorized about specifically modern forms of authoritarian
ism (for a revival of the idea of modern autocracies see de Mesquita and Downs 2005). 
Consequently, modern psychological orientations have not at all been seen as identical to 
democratic orientations. Modern orientations have been considered as compatible with 
any type of modern political order, be it democratic or not. Among the few scholars dis
agreeing with this view already in the 1960s was Parsons (1964). He reasoned that, be
cause modernization has an inherently logical tendency to democratic freedom, all at
tempts to nurture modernization without democratization are doomed to fail. Parsons ex
plicitly predicted the failure of the Soviet system for exactly this reason, prophesying that 
this system will either internally democratize or break down, for lack of democratic legiti
macy will limit the capacity of the Soviet system to mobilize resources in competition with 
western democracy.

4 Democratic Personality and Open‐Minded
ness
These contrasting view points raise the question “Are modern orientations equivalent to 
democratic orientations or not?” This question is so fundamental that it seems worth
while to look back at what Lasswell himself described as the psychological attributes of a 
democratic personality. Unlike Almond and Verba, Lasswell saw an inherent democratic 
quality in people's (p. 189) orientations towards life and people in general, thinking that 
these general world‐views manifest a deep‐seated predisposition to authoritarian or de
mocratic orders. Lasswell listed the following orientations towards life and people as the 
ones establishing a fundamental predisposition in favor of democratic orders (1951, 495–
503):

(1) an “open ego,” which means an “inclusive” attitude to others (inclusiveness);
(2) a “multi‐valued” orientation that can cope with ambiguity (versatility);
(3) “confidence in human potentialities” (humanism);
(4) “self‐esteem;” and
(5) “freedom from anxiety.”

These building blocs are hierarchically ordered. At the origin is freedom from anxiety or the ab
sence of threat perceptions. People who are free from anxiety do not have to fear failure; in
stead, they can consider their own failures as a source of learning. This nurtures self‐esteem. 
Likewise, people who are free from anxiety do not have to fear that other people differ from 
them; instead, diversity among people can be considered as a source of stimulation. This nur
tures humanism. Versatility and inclusiveness then develop as natural corollaries of self‐esteem 
and humanism. This view is strongly influenced by Erich Fromm's (1942) insight that self‐re
spect and respecting others are two flipsides of the same coin: a generally philanthropic atti
tude. By the same token, contempt for other people is often an indication of low self‐respect.
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There is considerable overlap between Lasswell's democratic qualities and what Rokeach 
(1960, 71–9) described as “open belief systems” or its opposite, “closed belief systems.” 
Rokeach measured open‐ versus closed‐mindedness by a “dogmatism scale” whose dog
matic pole includes the following (among other things): a strong belief into authority; in
tolerance of diversity; fatalism; low self‐esteem; and threat perceptions. Again, threat 
perceptions are seen as the root of the whole syndrome, closing people's mind in making 
them intolerant and obsessed with ingroup favoritism (to this point see the work of Mon
roe 1996). The closed type of belief systems in turn is very similar to Adorno's concept of 
the “authoritarian personality” (Adorno et al. 1950). In light of these conceptual overlaps 
it seems plausible to consider the two polarities between closed and open beliefs, on one 
hand, and between authoritarian and democratic orientations, on the other hand, as 
largely synonymous. Thus, closed beliefs can be equated with authoritarian orientations 
and open beliefs with democratic orientations, with many possible mixtures in the gray 
area between the two extreme ends on this continuum.

Given that an individual's location on the continuum between authoritarian (closed) and 
democratic (open) beliefs is assumed to be rooted in threat perceptions, one has a theory 
at hand to predict under which conditions populations might change their prevalent ori
entation from one pole of the continuum to the other. Accordingly, one would assume that 
disasters that are perceived as existential threats, such as economic shocks, terrorism, 
collective violence, wars, or natural catastrophes, make people more closed‐minded, lead
ing them to accept authoritarian solutions of given problems. Vice versa, if people experi
ence freedom from anxiety through sustained periods of affluence, peace, and security, 
they open their mind, (p. 190) adopting the orientations that lead them to reject unlimited 
and uncontrolled authority, whether religious or political.

Beyond the attention of political scientists, cross‐cultural psychologists (Triandis 1995, 
60) have described the closed/authoritarian versus open/democratic polarity in terms of 
“conformism versus individualism,” postulating an inherent linkage between the preva
lence of conformist orientations and dictatorial systems and the prevalence of individual
istic orientations and democratic systems (see also Rokeach 1973).

5 Open‐Mindedness and Personality Strength
There is no question in psychology that self‐esteem and open‐mindedness are attributes 
indicating personality strength, mental health, subjective well‐being, and even human de
velopment (Ryan and Deci 2000). But are these orientations modern in the sense that 
they emerge in the course of modernization? Or isn't it so that modernization causes psy
chopathological effects, mass depression, and alienation? Attempting to answer this ques
tion, Inkeles and Diamond (1980) analyzed a set of open‐minded orientations, including 
“anti‐authoritarianism, efficacy, satisfaction, participation, trust, benevolence, optimism.” 
All of these orientations have been found to be more widespread in economically more ad
vanced societies. A nation's overall level of economic development showed an indepen
dent effect on the strength of these attitudes, even controlling for people's individual 
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characteristics. Accordingly, it seems after all indeed justified to equate open‐minded ori
entations with modern orientations.

But what about the democraticness of open‐minded orientations? We have learned that 
Inkeles and others rejected Lasswell's claim that these orientations are of an inherently 
democratic nature. However, research by Rosenberg (1956), Rokeach (1973), and Snider
man (1975, 217) suggests that self‐esteem and open‐mindedness strengthen commitment 
to democratic norms:

In any event, individual differences in self‐esteem evidently exercise a profound 
influence over attitudes to politics.…Then, too, low self‐esteem weakens commit
ment to the norms of democratic politics and strengthens susceptibility to the vari
eties of extremist politics. There is, then, much to recommend to the basic insight 
of such scholars as Mannheim and Lasswell who perceived the connection be
tween the character of men and the kind of society they favor. (Sniderman 1975, 
222)

From this point of view one would disagree with Inkeles, maintaining that modern and democra
tic psychological attributes are not so categorically different; and one would disagree with Al
mond and Verba, insisting that general psychological (p. 191) orientations, even though they are 
not directly related to political questions, do involve dispositions to political orders. However, 
this claim could not be analyzed until recently, because its investigation requires data about the 
beliefs of people in societies of a wide range of political orders. On a broad basis, such data be
came available only recently with the World Values Surveys.

6 The Universality of Psychological Orienta
tions
Cross‐cultural research in the tradition of Inkeles showed little interest in specifically de
mocratic orientations; the intention was to explore universally modern orientations that 
are to be found in all types of modern mass polities, be they democratic or not. Following 
Max Weber, Inkeles conceptualized modernization in terms of processes that were also 
going on in non‐democratic societies, including industrialization, urbanization, bureaucra
tization, rationalization, secularization, and expanding education. Accordingly, Inkeles as
sumed that modern attitudes emerge primarily within contexts shaped by these forces. 
Empirically, Inkeles could indeed demonstrate that participative, innovative, secular, and 
rational orientations had been more pronounced among people working in industrial fac
tories, people having attended a university, and people with more exposure to modern 
mass media. This has been shown in surveys amo shown in surveys among people from 
culturally diverse societies, including third world countries, supporting the claim that 
psychological changes toward individual modernity are not culture specific but universal 
among people exposed to similar socioeconomic forces.
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The question of the universality of basic psychological orientations has been a guiding 
question in cross‐cultural psychology and value research. Based on Rokeach's (1973)
work on the nature of human beliefs, Shalom Schwartz (2003) attempted to map the uni
versal structure of human values based on data from student‐teacher samples from soci
eties around the world. He could indeed demonstrate the existence of a “value circle” 
that structures the value orientations of people in any society along two universal con
flicting principles: (a) one representing a polarity between values of self‐enhancement 
and self‐transcendence (which could well be understood as egocentric versus altruistic 
values); and (b) another representing a polarity between values of self‐direction/stimula
tion versus conformity/security (often understood as individualism versus collectivism).

The existence of this universal structure does not foreclose that people in different soci
eties emphasize opposite poles in the value structure. Quite the contrary, much of the re
search in cross‐cultural psychology has been emphasizing the distinction between “indi
vidualistic” and “collectivist” cultures, showing that, even if one controls for an 
individual's personal background, culture shows an independent (p. 192) impact, leaving a 
more individualistic or collectivist imprint on people (Hofstede 1980; Triandis 1995; 
Markus, Kitayama, and Heiman 1996; Kuehnen and Oyserman 2002). However, studies in 
cross‐cultural psychology are static in the sense that they treat culture simply as a given 
that is not itself exposed to changes by socioeconomic forces. Collective changes in psy
chological orientations from one pole to the other are not studied in this branch of re
search, for culture is conceptualized as a constant. Theories of value change take an op
posite view.

7 Theories of Modern Value Change
Inkeles's concept of individual modernity assumes a psychological dynamic: fundamental 
changes in people's orientations are supposed to occur as societies modernize. Under the 
notion of “value change,” the dynamic aspect of changing psychological orientations 
among modern mass publics has been most extensively researched by Inglehart (1977, 
1990). His theory of postmaterialistic value change has a number of points in common 
with Inkeles' personality approach. It starts from psychological assumptions and states 
that people's orientations are shaped in a sustained way by socioeconomic forces. This is 
plausible under the premise that socioeconomic forces change people's basic living condi
tions and that people's value orientations reflect their living conditions (or the experi
ences deriving from them). Under these premises Inglehart provides a more explicit theo
ry about the mechanism by which socioeconomic forces change people's psychological 
orientations (see Inglehart chapter in this volume).

Starting from Abraham Maslow's (1954) pyramid of human needs, Inglehart assumes that 
psychological orientations are hierarchically ordered, such that lower‐ordered needs 
must be fulfilled first before higher‐ordered needs can emerge. Lower‐ordered needs are 

physiological survival needs. Inglehart labels them “materialist” because their satisfac
tion requires the proliferation of material products such as food, shelter, and all kinds of 
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commodities and technical equipment. Higher‐ordered needs are psychological self‐actu
alization needs. Inglehart calls them “postmaterialistic” because in order to satisfy them, 
non‐material achievements such as political freedom are needed. Another facet of 
Inglehart's theory is based on the concept of formative socialization. It is conventional 
wisdom in lifespan psychology (Maier and Vaupel 2003) that experiences one makes dur
ing adolescence have a more lasting imprint on one's orientation in life than later experi
ences. Thus, experiences in one's formative years lead to the crystallization of relatively 
stable personality attributes (see also Easton and Dennis 1969).

Combining the formative experiences‐thesis with the need hierarchy‐thesis, one comes to 
the conclusion that socioeconomic development, if it happens, leads to a gradual replace
ment of materialist value priorities with postmaterialist priorities and (p. 193) that this 
process is driven by the younger cohorts replacing the older ones in the course of genera
tional population replacement.

Accordingly, if socioeconomic conditions improve fundamentally from one generation to 
the next, the younger generation that is growing up under the improved conditions will 
experience the satisfaction of its material needs. Material need‐satisfaction will become 
the new generation's formative experience so that its members take it for granted, open
ing their minds to higher‐ordered concerns. Thus the new generation will feel the need of 
postmaterialistic achievements, placing more emphasis on environmental protection, 
meaning of life, and self‐determination. The older generation will also experience more 
affluence but its formative experiences will leave on it a lasting imprint, such that the old
er generation continues to prioritize materialistic goals over postmaterialistic ones. Con
sequently, the affluence‐driven value change from materialistic to postmaterialistic values 
will advance only as the older generation dies out.

According to Inglehart, individual modernity is reflected in postmaterialism. Postmaterial
ists have a post‐economic preference structure in which concerns of the material living 
standard are replaced by lifestyle concerns about the ecological, cultural, and political 
quality of life. Inglehart's theory is correct in a number of fundamental points. But it can 
be refined or at least sharpened in three major aspects (for recent discussion see Clarke 
et al. 1999; Davis and Davenport 1999; Inglehart and Abramson 1999).

8 Continuing Salience of Economic Orienta
tions
First, one does not need to be a survey expert to realize that post‐economic issues have 
not at all replaced economic ones on the agenda of postindustrial societies. Electoral 
campaigns are still fought around economic issues and economic issues continue to domi
nate most voters' concerns. Since twenty years there is nothing that concerns voters in 
Western Europe more than mass unemployment, the increase of a low‐wage sector, wel
fare state retrenchment and public austerity. Also, today's youth is in no way less con
sumption oriented than earlier generations (Deutsche Shell 2002). Postmaterialist values 
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Fig. 10.1  Change in materialist–postmaterialist pri
orities in 5 EU‐countries

do also not hinder consumption needs to emerge on a higher level of sophistication. The 
highest need on Maslow's hierarchy, self‐actualization, can be defined in rather hedonic 
terms, that is, in terms of luxury lifestyles and exotic experiences that require a lot of 
money to afford them, still making people concerned about their salaries and other mate
rial benefits. Put differently, material needs do not end after the first step in Maslow's lad
der; they evolve the whole way up to the highest step. True, there are primary material 
needs: the sheer survival needs of (p. 194) food and shelter. But material survival needs 
are succeeded by more sophisticated secondary and tertiary material needs. Again, if a 
society reaches higher layers in the Maslowian pyramid of need satisfaction, material 
needs do not vanish; they become more sophisticated. Inglehart himself does most likely 
not deny this. But his writings have too often taken to the extreme to mean that material
istic preferences are replaced with postmaterialistic ones. This needs some clarification.

Source: 
Data for 
France, 
Germany 
(West), 
Italy, Bel
gium, the 
Nether
lands 
(samples 
equally 
weighed). 
Data from 
1970 are 
from Eu
robarome

ter, data for 2000 from World Values Survey 1999–2001.

A first qualification of the postmaterialism thesis is that postmaterialist values do not sim
ply replace materialist ones. Instead, postmaterialistic values are added to still existing 
materialistic values. Thus, there is not so much a replacement as a widening of people's 
value repertory, which allows people to change priorities according to circumstances 

(Klein and Poetschke 2000). Evidence from the Eurobarometer illustrated in Figure 10.1
shows that, even though over the past thirty years there has been a sharp decline in the 
proportion of “pure” materialists, the proportion of “pure” postmaterialists did not in
crease to the same extent as pure materialists diminished. (p. 195) A considerable portion 
of the decrease of pure materialists has been compensated by an increase of “mixed” ma
terialists and postmaterialists. Only the “pure” form of materialism diminishes while ma
terialism as such continues to exist—in combination with postmaterialism (as the preva
lence of mixed types clearly illustrates). This value change is better described as a post
materialist expansion rather than replacement of values.
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9 Liberal rather than Postmaterialist Values
Second, time‐series evidence for a long‐term increase in postmaterialist values is only 
available for the liberal items “freedom of speech” and “giving more say” but not for eco
logical items such as “making our countryside more beautiful” or idealistic items such as 
“having a society in which ideas count more than money.” The term postmaterialism, how
ever, is only useful as long as it is needed as an umbrella term to summarize a variety of 
conceptually distinct orientations, including liberal, ecological, and idealistic orientations. 
As long as available evidence for value changes is limited to liberal orientations only, it is 
more specific to call them just what they are: liberty aspirations. This term also repre
sents more precisely these orientations' major thrust: civil and political freedom. In line 
with this reasoning, Welzel (2006) demonstrates that keeping the liberal components of 
postmaterialism separate is essential to discover attitudinal effects on democratic institu
tions. A positive attitudinal effect on the development of democracy is only demonstrable 
for liberty aspirations but not for the other components of postmaterialism. For this rea
son, Welzel (2006) follows Brint (1984) and Flanagan (1987) who prefer to label these atti
tudes as liberty aspirations rather than postmaterialist orientations. Subsequent para
graphs follow this use of the term as well.

10 Economic Security and Individual Autonomy
Still another argument supports this point. Following Lasswell (1951), Maslow (1954), 
and Rokeach (1960) it is quite plausible that such an open‐minded orientation as liberty 
aspirations emerges from freedom of anxiety, that is, under less pressing and more per
missive and comfortable existential conditions. The theory of postmaterialism (p. 196)

goes along with this argument but presumes that economic security is the single most im
portant aspect in making existential conditions more permissive.

This interpretation is not easy to reconcile with the fact that the post‐1968 generation, 
which has been socialized under the oil‐shocks and a continuing welfare state crises, ex
perienced much lower levels of job security and much less secure social benefits than the 
baby‐boomers, but still continues to show more strongly liberal orientations than previous 
generations, as Figure 10.2 illustrates.1 According to the theory of formative years, the 
post‐1968 generations should show less liberal values, if economic security is the major 
factor in making existential conditions more permissive. But they continue to show 
greater liberty aspirations. This raises doubts against economic security as the sole dri
ving force behind liberty aspirations.
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Fig. 10.2  Generational differences in liberty aspira
tions over 30 years

(p. 197)

An alternative to the experience of economic security as the source of liberty aspirations 
is the experience of individual autonomy. This experience continues indeed to grow as the 
individualization thesis suggests (Beck 2002), even though economic security declined 
since the 1970s. Thus, the continuing increase of liberty aspirations among succeeding 
cohorts in Western publics is more plausibly explained by a corresponding increase of in
dividual autonomy than by a corresponding increase of economic security (for such an in
crease simply does not exist).

Evidence to this point is provided by the World Values Survey (using either the pooled da
ta set or a sub‐sample containing postindustrial societies only). If one accepts income as 
an indicator of economic security and level of education2 as an indicator of individual au
tonomy (or intellectual autonomy which is a basic aspect of individual autonomy), then in
dividual autonomy has a greater impact on individual‐level liberty aspirations than eco
nomic security because education correlates at r = .17 while income correlates at r = .11 
with liberty aspirations. But what about perceived economic security and perceived 

individual autonomy? Taking financial satisfaction as an indicator of perceived economic 
security and perceived control over life as an indicator of perceived autonomy, autonomy 
is more important than security because life control correlates at r = .07 with liberty aspi
rations, whereas financial satisfaction correlates even negatively, at r = ‐.02, with liberty 
aspirations. In multivariate regression the relative weight of these effects remains the 
same: education is a better predictor of liberty aspirations than income, and perceived 
control over one's life is a better predictor than financial satisfaction.

The evidence is even clearer at the aggregate level. For that matter I use per capita GDP 
as a measure of economic security and the size of the service sector in percent of the 
workforce as a proxy for individualization, the reason being that postindustrial service 
economies nurture the social complexity that makes individuals more autonomous in 
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shaping their connections to others. Using measures of these two variables from 1990 to 
predict national percentages of people showing moderate to strong liberty aspirations in 
the mid‐1990s (N = 65), the effect of service sector size is definitely stronger and more 
significant (beta = .60 significant at the .000‐level) than (p. 198) the effect of per capita 
GDP (beta = .27, significant at the .02‐level). Again, the increase of individual autonomy 
(as a consequence of individualization) seems to be as important, if not more important, 
in giving rise to liberty aspirations as economic security.

11 Pre‐Industrial Freeholder Societies and Rich 
Oil‐Exporting Societies
This is plausible from still another perspective. Usually economic security and individual 
autonomy are closely intertwined but sometimes these two experiences can fall apart. 
The cases in which this happens are rare but illustrative. One such rare case is rich oil‐ex
porting countries of today; another one is freeholder societies of pre‐industrial times.

For decades, publics of the super‐rich oil‐exporting countries, such as Bahrain or the Emi
rates, have been economically more secure than any other in the world. But they did not 
show any sign of strong liberty aspirations among their publics, even though they provid
ed generous welfare benefits for the population at large. The reason for this perplexing 
phenomenon could be that individualization is not far advanced in these societies. De
spite material affluence, these societies are still shaped by traditional social patterns. A 
rent‐seeking economy based on the exploitation of natural resources does not have the 
same modernizing effect as a knowledge economy, even if exploiting oil makes it rich 

(Boix 2003). By contrast, pre‐industrial freeholder and merchant societies, such as those 
in North America, England, the Low Countries, and Switzerland in the eighteenth centu
ry, were far from rich by today's standards. People have not been economically secure in 
absence of a welfare state that takes care of the most existential risks. But as owners of 
their land and as free agents on the market, they experienced a considerable degree of 
individual autonomy. Not coincidentally, exactly these meritocratic middle‐class societies 
have shown strong indications of mass liberty aspirations when freeholders and town 
dwellers demanded civil rights and “no taxation without representation” in the liberal 
revolutions of the seventeenth and eighteenth centuries.

Individual autonomy seems to be as important to liberty aspirations as economic security. 
The experience of autonomy in pursuing one's daily activities is essential to nurture a ba
sic sense of human agency, which makes people receptive to the idea of civil and political 
freedom, leading them to question unlimited and uncontrolled authority. This is not to say 
that economic security is unimportant. Quite the contrary, as the next section will show, 
economic security is important in promoting liberty aspirations. But its effect should be 
considered in connection with individual autonomy.
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Fig. 10.3  Periodic fluctuations and stable cohort dif
ferences in liberty aspirations

(p. 199) 12 Value Change through Generational 
Shifts and Periodic Fluctuations

The theory of postmaterialism needs additional qualification in a third aspect. There are 
tremendous periodic shifts between weaker and stronger liberty aspirations, depending 
on current inflation rates. Eurobarometer data illustrated in Figure 10.3 show an amazing 
coincidence between fluctuations in the consumer price index and liberty aspirations, 
such that higher inflation rates bring less emphasis on liberty, whereas lower inflation 
rates bring more emphasis on liberty.3 These shifts are so pronounced that they are not 
easily reconcilable with the thesis that liberty aspirations are a stable personality (p. 200)

attribute. If this were the case, they must not be that sensitive to fluctuations in the eco
nomic cycle.

The finding of huge situational fluctuations confirms “regulatory focus theory” in psychol
ogy (Foerster, Higgins, and Idson 1998). This theory does not consider people's psycho
logical orientation as a stable personality attribute but as situation shaped. Based on ex
perimental evidence it is argued that people switch into a “prevention orientation” focus
ing on avoidance and security in pressing situations, whereas they switch into a “promo
tion orientation” focusing on achievement and unfolding in more permissive situations. 
Depending on the situation, all people—irrespective of personality characteristics—can be 
brought into a prevention or a promotion focus. The cyclical fluctuations in liberty aspira
tions can be interpreted as reflecting exactly this mechanism. Higher inflation means an 
economically more pressing situation, leading people to adopt a less liberal orientation in 
prioritizing economic security (i.e. a prevention focus). Conversely, lower inflation rates 
imply an economically more permissive situation leading people to switch to a more liber
al orientation in preferring freedom of expression (i.e. a promotion focus).
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Yet, it would be premature to give up the idea of stable personality attributes altogether. 
For the same evidence showing strong situational fluctuations in liberty aspirations also 
shows stable generational differences in liberty aspirations. The generational differences 
in liberty aspirations remain constant throughout every up and down of the inflation cy
cle, with each new generation fluctuating on a higher level of liberty aspirations than the 
previous one. Thus, although people's priorities fluctuate, they fluctuate around different 
generational baselines, the baselines themselves being rather stable. These generational 
baselines reflect the existential experiences in people's formative years, such that genera
tions having made more pressing formative experiences fluctuate around a less liberal 
baseline; whereas generations having made more permissive existential experiences in 
their formative years fluctuate around a more liberal baseline. A cohort's baseline is a 
stable personality attribute but situational adjustments around the given baseline are 
nevertheless possible.

This is a fundamental insight into the logic of collective changes in psychological orienta
tions. People's psychological orientations reflect both current circumstances and 

formative experiences. And both follow the same existential logic, pointing to three ef
fects, each of which is observable in Figure 10.3:

(1) More pressing existential experiences in formative years anchor people's orienta
tion‐baseline at less liberal priorities; more permissive existential experiences in for
mative years anchor their orientation‐baseline at more liberal priorities. As each new 
generation of people in western Europe has been socialized into more favorable exis
tential conditions than the previous one, the orientation‐baselines are anchored at 
more liberal priorities with each new generation (although the size of the increase di
minishes in recent generations).
(2) Because existential conditions continued to be more permissive, the cohorts' giv
en baselines themselves are slowly moving upward toward more liberal (p. 201) prior
ities. This effect is in flat contradiction to the life‐cycle thesis, which tells us that peo
ple become more conservative and less liberal as they age.
(3) Irrespective of the location of the orientation‐baseline, fluctuations in current ex
istential conditions lead to fluctuations of people's priorities around their baseline, 
with more pressing current conditions causing downward fluctuations toward less 
liberal priorities and more permissive current circumstances leading to more liberal 
priorities.4

Again, these three effects—stable baseline differences between generations, upwardly di
rected baselines over the long‐run, and short‐term fluctuations around the baselines—all 
follow the same existential logic: Diminishing external constraints on autonomous choice 
make people more liberty oriented.
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13 Two Sets of Modern Values: Rational Values 
and Emancipative Values
As Inglehart and Welzel (2005) illustrate, liberty aspirations are the central component in 
a broader set of values, which they call self‐expression values or emancipative values. Be
sides (1) an esteem of human freedom reflected in liberty aspirations, this fivefold syn
drome includes: (2) an esteem of political self‐expression reflected in participating in 
elite‐challenging actions such as petitions; (3) an esteem of nonconformity reflected in a 
tolerance of homosexuality; (4) an esteem of other people reflected in generalized inter
personal trust; and (5) a sense of being at peace with oneself reflected in high levels of 
life satisfaction. It is clear that this syndrome of emancipative values is perfectly compati
ble with Lasswell's focus on self‐esteem and esteeming others as the ingredients of a de
mocratic personality.

Inglehart and Welzel demonstrate that emancipative values are a modern set of values in 
the sense that these values emerge in the wake of major socioeconomic transformations. 
Thus, one can consider the syndrome of emancipative values as a more recent elabora
tion of individual modernity. But emancipative values have to be set apart from another 
distinct set of values that also matures in the course of modernization: secular‐rational 
values (henceforth: rational values). Both types of values, rational and emancipative ones, 
arise with modernization but do it to different (p. 202) degrees in different phases of mod
ernization. Rational values emerge most powerfully during the industrial phase of mod
ernization. The bureaucratizing, centralizing, and standardizing tendencies of industrial
ization give rise to a mechanical worldview that nurtures rational values. By contrast, 
emancipative values emerge most powerfully during the postindustrial phase of modern
ization. The de‐standardizing and individualizing tendencies of postindustrialization give 
rise to a human‐centric world‐view that nurtures emancipative values.

14 Rational Values: Modern but not Democratic
Both sets of values have tremendous implications for people's authority orientations, 
bringing wide‐ranging consequences for the power structure of political orders. Rational 
values legitimate authority in tying it to public consent (or its pretence), bringing mass in
volvement into politics and universal suffrage. This does not necessarily lead to democra
cy. Rational authority is instead perfectly compatible with an authoritarian power struc
ture. Accordingly, Inglehart and Welzel demonstrate that industrialization goes together 
with rational values but societies with strongly rational values do not show a specific 
affinity to democratic systems of governance. Thus, the early emphasis on the distinction 
between modern values and democratic values is correct—as long as we restrict modern 
values to rational values.
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15 Emancipative Values: Modern and Democra
tic
With emancipative values we come to a different conclusion. Emancipative values do not 
legitimate authority; they question it. With rational values, authority that is external to in
dividuals, enshrined in extra‐individual bodies such as the state, remains fully legitimate. 
In sharp contrast, emancipative values internalize authority into the self, seeing nothing 
more dignified than the decision‐making freedom of the individual human being and the 
equality of all human beings in this decision‐making freedom. This emancipative thrust is 
inherently inconsistent with unlimited or uncontrolled authority, however efficient and ra
tional, making any sort of authoritarian system unsustainable when emancipative values 
emerge.

(p. 203)

Indeed, as Inglehart and Welzel show, there is a stunning .90 correlation between the 
spread of emancipative values in a society and its level of democracy across a worldwide 
sample of 74 nations. Further, more widespread emancipative values make democracies 
more, not less, efficacious. This is reflected in the fact that the spread of emancipative 
values is closely correlated with all five of the World Bank's “good governance” indicators
(Welzel, Inglehart, and Deutsch 2005). These values make publics self‐assertive, defiant, 
and troublesome for decision makers. But exactly this means healthy pressures to keep 
elites honest, accountable, and responsive to what people want. Anyway, the distinction 
between modern values and democratic values vanishes when we focus on emancipative 
values, which are both modern and democratic.

16 Conclusion
These insights provide a late confirmation of Lasswell's approach. This is not only true be
cause emancipative values come very close to what Lasswell described as the democratic 
character. Also, emancipative values do not contain any explicit reference to political 
regimes but nevertheless, as Inglehart and Welzel demonstrate extensively, show a much 
stronger impact on political orders than any regime‐related attitude—disconfirming the 
premise of Almond and Verba that only specifically political attitudes are relevant for po
litical regimes. In fact, psychological orientations towards life and people in general are 
more relevant.

In conclusion, the essence of emerging emancipative values lies in the fact that they are 
both modern and democratic. As Inglehart and Welzel argue, the emergence of these val
ues transforms modernization into a process of human development that makes existing 
polities ever more people‐centered, fueling such tendencies as consumer protection, gen
der equality or same sex marriage. In any event, the syndrome of emancipative values 
can be seen as a measure of both individual modernity and individual democraticness. 
The frequency of this orientation among populations is very closely associated with a 
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society's democratic performance. In that sense, democracy is more than just a political 
regime. It is a way of life anchored in an emancipatory world‐view.
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Notes:

(1) Liberty aspirations are measured on a 0–3 ordinal index based on the libertarian items 
“protecting freedom of speech” and “giving people more say in important government de
cisions.” These items are included in Inglehart's most widely used materialism‐postmate
rialism battery, which asks respondents to choose a first and second priority from four 
items (the other two items being “maintaining order in the nation” and “fighting rising 
prices”). Respondents are scored 0 on the liberty aspiration index if they attribute neither 
first nor second priority to any of the two liberty items. They are scored 1 if they attribute 
second priority to one of these items, 2 if they attribute first priority to one of these items 
and 3 if both first and second priorities are attributed to these items. The percentage of 
people with moderate‐strong liberty aspirations shown in Figures 10.2 and 10.3 indicates 
the percentage of respondents scoring 2 or 3 on the liberty aspiration index (which is 
equivalent to adding up mixed and pure postmaterialists in Inglehart's terminology). Note 
that Inglehart and Welzel (2005) use a more extended version of this index that ranges 
from 0 to 5 as they include priorities on the item “giving people more say on how things 
are done in their jobs and community.” This item, however, is included in another battery 
that has not been used as widely and is therefore not available for extensive time‐series 
analyses.

(2) One might argue that level of education is also an indicator of economic security dur
ing one's formative years because people from better socioeconomic backgrounds are 
usually the ones obtaining higher education. This argument is plausible to the extent that 
there is a match between an individual's attained level of education and his or her par
ents' socioeconomic status. No question, this match exists. But it is far from being perfect 
(fortunately). Correlations are usually in a range of .20 to .30, meaning that some 5 to 10 
percent in an individual's education attainment can be attributed to economic security in 
people's formative years. Education is also a means of upward mobility to escape the less 
privileged socioeconomic status of one's parents. Hence, one cannot simply take educa
tion as a proxy for economic security in formative years.

(3) I can assure that the pattern shown in Figure 10.3 is not an artifact of the crude gen
erational categorizations. A more fine‐grained differentiation, using nine instead of three 
cohort categories, shows exactly the same pattern (see Inglehart and Welzel 2005, 106)
but makes the graph nearly unreadable.

(4) Note that the (perceived) pressing versus permissive existential conditions are not on
ly a matter of economic circumstances. It is also a matter of physical security. Thus, in
creasing crime rates, threats through political violence, civil war, or terrorism can also be 
perceived as pressing conditions that decrease the priority on liberty concerns. Hence, it 
is conceivable that the threat of international terror or the perceived threat of immigra
tion shift the publics' emphasis toward less liber
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Abstract and Keywords

This article discusses left–right orientations; the left–right dimension has been described 
as a ‘shorthand’ device that helps facilitate comparisons through space and time. It first 
examines the acceptability of left and right and the referents of left and right. The last 
two sections of the article focus on the blurring and the resilience of left and right. It is 
noted that the left–right schema was able to offer something in structure and substance 
that helped facilitate efficient communication and orientation.

Keywords: left–right orientations, left–right dimension, shorthand, comparisons, referents, blurring, resilience, ac
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THE most basic rule of comparison is that it requires shared standards and common 
terms of reference. This is true for comparisons among individuals, among groups, among 
nations, and over time. In practice, this means that comparisons at any of these levels 
must use concepts that can travel and that mean more or less the same thing in all of the 
different settings that are compared. It also follows that the more extensive the compari
son—that is, the more units that are involved and the greater the range of settings in 
which they are found—the more abstract is likely to be the concept that is employed in 
the comparison (Sartori 1970). It is largely for these reasons that left–right orientations, 
and the search for placements along a left–right dimension, have proved such an endur
ing element in comparative political analysis.

Ever since the seminal work of Downs (1957), students of political behavior and party 
strategy have become accustomed to think of party competition and voter alignments in 
unidimensional left–right terms. This was the spatial model that Downs had adapted from 
theoretical arguments originally developed by Hotelling (1929) and Smithies (1941) to ac
count for the relationship between the location of competing stores on a high street (or 
ice‐cream vendors on a beach) and the behaviour of their customers. In fact, the initial 
unidimensional scale that Downs adapted to his own theory of democracy, like those used 
by Hotelling and Smithies, ran from left to right simply in typographical terms, and 
Downs linked it to left and right in an ideological or substantive sense only when he 
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added the assumption that all political questions could be treated as having a bearing on 
one crucial question or (p. 207) issue: “how much government intervention in the economy 
should there be?” (Downs 1957, 116). This was then further specified through the as
sumption that the left end of the dimension represented full government control of the 
economy, while the right end represented a completely free market, and that every inter
val from extreme left (0) to extreme right (100) denoted the percentage of the economy 
that an actor at that point preferred to remain in private hands. This, for Downs, offered 
the opportunity to rank parties according to their views on the issue of government con
trol “in a way that might be nearly universally recognized as accurate” (1957, 116) and 
hence that approximated to the real world situation.

At the same time, he also admitted to a lack of realism in the approach, in that a number 
of extreme right‐wing parties were fascist, and hence opposed to the free market, thereby 
inclining towards the extreme left position on this single dimension, while most other par
ties were in practice “leftish on some issues and rightish on others” (1957, 116) and did 
not have a single or unequivocal position on the scale. Moreover, while it made a lot of 
sense to posit the notion of a single dimension—a single street or a beachfront—when 
dealing with stores and their customers, it was much less intuitively meaningful to speak 
of a single dimension when dealing with a virtual political reality (Sartori 1976, 326). On 
the other hand, by staying with a single dimension, and by identifying this dimension with 
a left–right “ideological” scale, it certainly became much easier to model party strategy 
and voter behaviour and to test the assumptions in a wide variety of different settings—
that is, to travel. This capacity to abstract and generalize on the basis of the left–right di
mension has always remained a key element in the appeal of these particular terms of ref
erence and has stimulated an ever growing interest in the spatial theory of electoral com
petition (Ferejohn 1995; Benoit and Laver 2006).

The distinction between left and right, and the widespread use in scholarly analyses of 
the left–right dimension, has been usefully described as a “shorthand” device—something 
that “provides a general orientation toward a society's political leaders, ideologies and 
parties” and that thereby facilitates comparisons through space and time (Inglehart and 
Sidjanski 1976, 225). In other words, although parties and their policies may change and 
develop, the notion of left and right affords a more abstract standard which can be ap
plied more or less uniformly in different settings and periods. This was a construct which, 
as Inglehart and Sidjanski went on to state, “simplifie[d] a complex reality and 
generate[d] a handy set of decision‐rules” which could then be posited for use by voters 
as a standard that facilitated choice between parties as well as the switching between 
parties, and for use by leaders of coalition‐seeking parties as a standard against which to 
line up potential allies. It was also a division which, when Inglehart and Sidjanski were 
making these arguments, appeared to be acquiring even more weight and utility. As Ingle
hart and Kingemann (1976, 243) noted in another contribution to the same collection of 
essays, the concepts of left and right were even then “taking on new life and new mean
ing for Western publics.”
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Left–right terms of reference, and the classifications which they entailed, have not always 
been accepted by parties themselves, however—or at least not by all parties. Some par
ties have obviously had no problem with deliberately aligning themselves in (p. 208) left–
right terms, or in expressly pushing for the formation of broad left‐wing or broad right‐
wing alliances. In other cases, however, the classification can sometimes be rejected out 
of hand. In 1984, Jonathan Porritt, then a leading member of the emerging British Green 
party, was very clear in asserting that his new movement stood outside the left–right di
vide: “We profoundly disagree with the politics of the right and its underlying ideology of 
capitalism; we profoundly disagree with the politics of the left and its adherence, in vary
ing degrees, to the ideology of communism. That leaves us little choice but to disagree, 
perhaps less profoundly, with the politics of the center and its ideological potpourri of so
cialized capitalism” (Porritt 1984, 43).1 Yet other parties that accepted the terms sought 
to place themselves in the center, consciously rejecting a position on either the left or the 
right. Such was the case with the former agrarian parties of Scandinavia, for example, 
each of which was redefined as a Centre party in the wake of a series of organizational 
and programmatic reforms in the 1950s and 1960s (Daalder 1984; see also Hazan 1997).

Moreover, the appeal of the left–right dimension is also somewhat imbalanced. Although a 
reasonably large group of parties seem happy to use the term “left” in their titles, and al
though even more parties employ some version of the term “center,” it is relatively diffi
cult to find parties which are willing to use the label “right.” That is, while parties may be 
located on the right, they are reluctant to associate themselves specifically with the label. 
One exception is the small Right Block in the Czech Republic, which polled 0.6 percent in 
the parliamentary elections of 2002, and the now defunct Czech Right, although the com
prehensive handbook edited by Szajkowski (2005) does include references to various 
coalitions which also admit to being on the right, including the “Rightist Opposition—In
dustrialists, New Rights” in Georgia, the ephemeral “Union of Right‐Wing Forces” in Ro
mania, and the “Union of Rightist Forces” in Russia. It should also be noted that the liter
al translation of the prominent Norwegian party Høyre is also “the Right,” even though it 
is now usually given as “Conservative.”2

1 The Acceptability of Left and Right
At a minimum, the left–right division appears to offer both sense and shape to an other
wise complex political reality. This is true in the first place for voters, who appear to have 
the capacity to locate themselves and the parties within these terms of reference. And it 
is true for scholars, who, since Downs (1957), have employed versions of the left–right di
mension to classify parties and governments, and who (p. 209) used these data to predict 
voter utilities, policy performance, and coalitional behavior. It also appears true for the 
parties themselves, whose programs and policies are susceptible to interpretation and 
analysis in left–right terms. Let us briefly look at these three—voters, researchers, and 
parties—in turn.



Left–Right Orientations

Page 4 of 20

Already in 1973, according to data from the then newly established nine‐country Euro
pean Community survey, some 83 percent of European voters could locate themselves on 
a left–right scale, ranging from a low of 73 percent in Belgium to a high of 93 percent in 
West Germany. Most of these voters could also locate the parties in their systems along 
this same dimension (Inglehart and Klingemann 1976). Thirty years later, according to da
ta from the European Social Survey of 2004, an average of 88 per cent of respondents in 
more than twenty countries could place themselves in left–right terms, although in this 
case also the variation across countries is quite pronounced (see Table 11.1). More than 
one‐third of Portuguese respondents were unable or unwilling to define themselves in 
left–right terms, for example, as were more than one‐fifth Greek respondents. By con
trast, very few of the respondents in the Nordic countries demurred.

These data also demonstrate the broad acceptability of the left–right distinction in the 
newer post‐communist democracies. In this case, unsurprisingly, the degree of incapacity 
or unwillingness of respondents to locate themselves in left–right terms is higher than in 
western Europe, and it is also more or less consistent across the four cases involved. But 
even here, the acceptability rate in 2004 is more than 75 percent, and in none of the four 
post‐communist cases does the level fall as low as that recorded in Portugal. In the earlier 
round of the ESS survey in 2002–3 the acceptability rate was even higher, at around 83 
percent. In European politics, in sum, the division between left and right is sufficiently 
meaningful to allow the vast majority of voters to recognize themselves within these 
terms.

This appears to be less true beyond Europe, however, and certainly when we travel be
yond the world of the established European and Anglo‐American democracies. The de
tailed World Values Survey figures reported in Dalton (2006), and which are drawn from 
surveys in 1999–2002, reveal a handful of countries where the percentage of respondents 
willing to locate themselves in left–right terms falls below 50 percent—Algeria and Co
lumbia (where only 46 percent of the public placed themselves on a left–right scale), Jor
dan (36 percent), Morocco (27 percent), and Pakistan (12 percent). As Dalton notes, the 
acceptability and/or understanding of the left–right dimension seems particularly weak in 
Arab states, although it is interesting to note that in two largely Muslim states outside the 
Arab world, Turkey and Indonesia, some 93 and 82 percent of respondents respectively 
did locate themselves in left–right terms. Despite some exceptions, levels of self‐place
ment were also relatively low in the former republics of the Soviet Union. All of this sug
gests that there is probably a reasonably pronounced cultural bias in the acceptability for 
these terms, a bias that may be compounded by a lack of experience with democratic po
litical competition.

There is less of a problem when it comes to the use of the terms by observers and ana
lysts. For example, the first expert study of party positions in the early 1970s asked re
spondents to identify up to three dimensions of competition in a number of countries, to 
indicate which of these could be regarded as primary and which (p. 210) auxiliary, and to 
locate parties along these dimensions (Morgan 1976). As Morgan reported (1976, 454), 
slightly more than half of all the scales listed by the scholars were versions of the “left–
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right” scale, including more than 75 percent of the so‐called primary scales. In other 
words, among expert observers, the left–right dimension proved to be “indisputably the 
most common scale referent in every country and over the entire time for which [the] da
ta are valid” (Morgan 1976, 454). Almost twenty years later, in an extensive survey of ex
pert placements of parties in forty‐two polities, depicting the principal political conflict in 
terms of left and right—also the default option—was the preferred option of some 80 per
cent of the expert respondents, while a (p. 211) further 5.5 percent opted for the essential
ly comparable terms “progressive” and “conservative.” Indeed, among the forty‐two poli
ties covered in the survey, it was only in South Korea that a majority of experts preferred 
not to use the terms left and right (Huber and Inglehart 1995, 81). Parties were also 
clearly located in left–right terms by respondents in the Castles‐Mair expert survey of Eu
ropean party systems in 1982 (Castles and Mair 1984), as well as by the respondents in 
the expert survey on attitudes to European integration conducted by Marks and his col
leagues in 1999, and which probed positions on what was termed an “economic left–
right” dimension (see Hooghe, Marks, and Wilson 2002). The most recent expert survey 
that covers this ground recorded successful expert codings of party positions on the left–
right scale in 47 polities across the world, with in this case almost none among the more 
than 1,500 experts who were polled finding it impossible to apply the left–right terms of 
reference (Benoit and Laver 2006).3
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Table 11.1 Proportion of respondents unable or unwilling to place 
themselves on a left–right scale, 2002–2004

2002–2003 2004

Austria 14.0 14.8

Belgium 14.0 9.5

Denmark 7.1 6.5

Finland 5.4 4.6

France 6.8 na

Germany 7.5 10.4

Greece 23.2 18.9

Ireland 17.5 na

Italy 22.4 na

Luxembourg 23.5 17.6

The Netherlands 4.4 na

Norway 2.3 2.2

Portugal 19.5 34.1

Spain 19.1 14.9

Sweden 5.4 4.9

Switzerland 8.2 8.2

United Kingdom 10.2 10.4

Czech Republic 10.2 18.4

Estonia na 24.3
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Hungary 17.1 na

Poland 17.3 20.1

Slovenia 21.3 28.3

Western Europe (mean) 12.4 12.1

Eastern Europe (mean) 16.5 22.8

Source: European Social Survey I and II.

Finally, the terms have emerged as the single most pervasive political division identified 
in a series of wide‐ranging cross‐national analyses of party programmes and election plat
forms (see, inter alia, Budge, Hearl and Robertson 1987; Laver and Budge 1992; Klinge
mann, Hofferbert, and Budge 1994; Budge et al. 2001). Much of the dimensional analyses 
from this research program inevitably concerns nation‐specific oppositions. When framed 
in more abstract terms, however, and when generalized to more conventional ideological 
terms, most of these oppositions center around one version or another of the left–right di
vide. As the original authors of the study put it, a content analysis of the party pro
grammes reveals that in almost all countries “some form of Left–Right dimension domi
nates competition at the level of the parties” (Budge and Robertson 1987, 94). Indeed, in 
a later analysis of the same cross‐national data, the left–right scale was assumed to be the 
core dimension of policy positions alignment, and it was chosen a priori as the basis of a 
common scale for the parties in the different systems (Laver and Budge 1992, 25–6). As 

van der Eijk and Oppenhuis (1988, 29) once noted in a quite different analysis of mass po
litical ideology, such a degree of shared cross‐national meaning is itself evidence of “the 
common foundation of substantive political ideas from which left–right positions and ideo
logical labels derive their meaning” (see also Mair 1997, 24–31).

2 The Referents of Left and Right
But while the terms of reference may be widely shared, it is not clear that a genuinely 
common foundation exists. That is, while European or Anglo‐American voters, (p. 212) ob
servers, and even political actors themselves may be happy to use the terms left and 
right, it is not always that they all share the same meaning of the terms.4

On the one hand, the distinction between left and right is clearly overdetermined. Already 
in 1979, for example, Klingemann noted the quite pronounced variation both across coun
tries and within countries in the way the distinction was interpreted by the public. Citing 
data from the eight‐nation Political Action survey, he pointed out that many respondents 
were unable to give any meaning to the terms, while others reversed their meaning; some 
had a more ideological understanding, while others read it simply in partisan terms; and 
some associated the distinction with particular social groups, while in others it stimulated 
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a moral or affective response (Klingemann 1979, 230–1). A few years later, in an analysis 
of the same eight‐nation data and the 1976 Eurobarometer data, Sani and Sartori (1983, 
310–9) showed how left–right orientations tapped into, and correlated strongly with, atti
tudes towards inequality, change, and the Cold War divide, as well as towards religion, 
the clergy, big business, and the police. Elsewhere, Evans (1993) found a close relation
ship between the politics of gender and left–right positioning, suggesting that this newly 
politicized divide was becoming absorbed within the older terms of reference. This was 
also soon the case with Green politics, for despite initially seeking to forge a dimension of 
competition quite removed from conventional left–right oppositions, the Green alternative 
quickly became associated with the broad coalition of the center–left, both in the percep
tions of voters as well as in terms of the strategy followed by the parties (e.g. Inglehart 
1987; Mair 2002). In sum, a lot of quite different oppositions appear to feed into and de
termine left–right identification and positioning—turning it into a sort of “super 
issue” (van der Eijk et al. 2005, 167; Knutsen 1995).

On the other hand, the distinction between left and right is also indeterminate and highly 
fluid. As is well known, the distinction first came into common usage in the early period 
of the French Revolution, and referred to the seating arrangements in the Legislative As
sembly of 1791, in which those more sympathetic to the monarchy sat on the right, while 
those more opposed to the monarchy sat on the left. That is, the distinction referred to a 
position rather than to an identity. Thereafter the use of terms spread more widely (Ignazi 
2003, 4–19; Lukes 2003; Benoit and Laver 2006) and, though most usually linked to the 
division between more radical and more conservative positions, the sets of actors with 
which it was associated, and hence also the ideological profiles, inevitably shifted. As 
once left‐wing groups were challenged by even more radical opponents, they became 
more closely identified with the center and right, while their new left‐wing rivals, in turn, 
were sometimes later pushed towards the center by the mobilization of still more radical 
groups. In other words, although the terms left and right entered ever more common us
age, their referents slowly changed as the political spectrum as a whole shifted in a more 
radical direction through the nineteenth and twentieth centuries. Thus the once left‐wing 
“Venstre,” which opposed the more right‐wing “Høyre” in late nineteenth‐century Norway 
(see above), was itself pushed to the right following the mobilization of the Norwegian 

(p. 213) Labor party in the early part of the twentieth century, while the Labor party in its 
turn was pushed to the right following the emergence of the smaller Socialist Left party 
(venstreparti) in the late 1970s. The development of the left–right dimension over time 
has in this sense proved comparable to a sandbank, in which a shifting tide uncovered 
ever more ground on the left, while slowly washing away the space on the right, often 
leading to a convergence among those conservative forces who still sought to maintain 
their positions on ever narrower ground.

This shift in meanings has always made it difficult to pin down a substantive and endur
ing policy division that corresponds to left and right positioning. In a brief but wide‐rang
ing theoretical analysis, Bobbio (1996) attempted to narrow the range of meanings by 
linking the left–right divide to the more concrete distinction between equality and in
equality, associating the left with a demand for greater social equality, and the right with 
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the demand for—or at least an acceptance of—greater inequality (see also Lukes 2003). 
Lipset and his colleagues also emphasized this association in an early analysis of the psy
chology of voting: “By left we shall mean advocating social change in the direction of 
greater equality—political, economic or social; by right we shall mean…opposing change 
towards greater equality” (quoted by Fuchs and Klingemann 1990, 224). Fuchs and 
Klingemann's own work on the popular understanding of the terms in three democracies, 
by contrast, suggested that there was a huge variety of meanings associated with notions 
of left and right, ranging from those linked to more abstract values or ideologies to those 
linked to specific parties and groups, even though in many cases this variety was re
ducible to oppositions revolving around the core class divide.

The most stable denotation for the left–right divide has come through its long‐term asso
ciation with the class conflict. Even in this case, however, the association is also unbal
anced. For while the term “left” is easily associated with a specific class and with a broad 
set of political alternatives, the term “right” is far less clearly delineated. “Left” in this 
case, as in Bartolini's (2000, 10) usage, for example, is tied to “a specific set of ideas and 
political and social organizations stemming from the Industrial Revolution” and refers to 
the programmes, ideology, and political values of a distinct group of socialist and commu
nist parties. That is, we use historical or sociological referents, rather than, as in Bobbio's 
case, a theoretical or philosophical referent: the left is the class left. Beyond this bound
ary, however, the distinctions become more clouded. The right, or what remains beyond 
the left, is varied, and includes secular as well as religious groups, and more liberal as 
well as more conservative orientations. Indeed, if the right extends across the full space 
that is left vacant by the left, and if identified by default, then it runs the entire gamut 
from moderate liberalism through to orthodox fascism, and defies organizational, socio
logical, or programmatic specification. For this reason, various scholars have sought to 
distinguish an independent center lying between left and right (e.g. Daalder 1984). Oth
ers, however, most notably Duverger (1954, 215) have argued that the center as such can
not exist, and that it is simply a meeting place between the moderates of the left and 
those of the right.

If the left can be pinned down to the class left, and to an identity that is shared by tradi
tional socialist and communist parties, it then follows that the left–right dimension is 
closely linked to socialist vs. non‐socialist (again, the default definition) preferences 

(p. 214) on economic and welfare policies—the core concerns of that class left (see also 
Knutsen 1995). Issues that fall outside this limited set of preferences may well be found 
to correlate with the left–right dimension—attitudes to gender, to the police, to the inter
national order, and so on—but they would not be seen to form an intrinsic element of that 
dimension. Budge and Robertson's (1987, 394–5) analysis of party programmes and elec
tion statements also reached this conclusion, finding that the left–right dimension was 
primarily concerned with “economic policy‐conflicts—government regulation of the econ
omy through direct controls or takeover…as opposed to free enterprise, individual free
dom, incentives and economic orthodoxy.” The point was also reinforced by the expert 
survey of Huber and Inglehart (1995, tables 3 and 4), who found that in twenty‐five of the 
forty‐two countries surveyed, the left–right divide was seen as revolving principally 
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around issues relating to the economy or to class conflict. Outside Europe, however, as 

Dalton (2006) observes, and particularly in Asia and Africa, economic divisions can prove 
relatively independent of left–right divisions, and this again suggests that the linkage visi
ble in Europe is a product of a particular pattern of party political mobilization. In other 
words, left and right often take on and maintain the particular meanings that proved 
dominant when mass politics was first institutionalized (see also Fuchs and Klingemann 
1990, 233).

3 Blurring Left and Right
All of this suggests that we can come close to a stable set of referents, both in terms of 
actors and in terms of policy preferences, albeit one that is more clearly specified at the 
left end of the dimension than at the right end, and that proves more coherent in the Eu
ropean context than elsewhere. But, much as proved to be the case with the seating 
arrangements in the original French Assemblé, even this way of conceiving differences 
between left and right has been recently subject to change and has been undermined by a 
series of separate developments: first, by the emergence of a new ideological left in many 
western democracies that has sometimes little to do with the traditional alternatives; sec
ond, by the gradual waning of policy opposition between the traditional left and the tradi
tional right, and their increasing convergence on a consensual centre; third, by the 
changing character of the party alternatives on both left and right, and by their increased 
emphasis on office‐seeking rather than policy‐seeking goals; fourth, by the somewhat con
founding patterns shown in the new alignments that have emerged in post‐communist Eu
rope, in which some of the more conventional positioning associated with left and right 
has been turned on its head; and finally, by the rise of ostensibly right‐wing populist par
ties which, at the same time, promote the defence of values traditionally associated with 
the liberal left. Let us look at these more closely.

(p. 215)

The first important development in this regard is the growth of a distinct “ideological” 
left since the late 1960s, which has little in common either organizationally or sociologi
cally with the traditional class left. Although initially emerging as an offshoot of estab
lished communist and social democratic parties, this new left was boosted and effectively 
transformed by the student protests in 1968, and gradually grew into a cluster of radical, 
postmaterialist, and often green political parties. This network remained quite removed 
from the conventional working‐class organizations that dominated the class left. Kitschelt 
(1988, 195) has usefully defined this group as “left‐libertarian,” with political goals which 
“conform neither to traditional conservative nor to socialist programs, but link libertarian 
commitments to individual autonomy and popular participation, with a leftist concern for 
equality.” The group is not particularly strong, as such, and usually polls no more than 10 
percent of the vote in a number of advanced industrial democracies (Mair 2002). But its 
own distinct profile, both programmatically and electorally, and the force of the competi
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tion that it has waged with conventional parties of the left, has undermined the promulga
tion of class appeals more generally.

With time, this new left drifted closer to traditional social‐democratic parties in both a 
programmatic and a strategic sense. Green and new left parties now either remain inde
pendent and compete on their own, or they join forces with elements of the traditional 
left. Indeed, to date, despite various attempts to woo their support, these new parties 
have never aligned themselves with either center or right parties, and have entered exec
utive office through coalition with the left in several established party systems. This re
sults in the emergence of a broad left that proves more powerful in electoral terms—as 
witnessed by the electoral successes of the broad left in Italy in 1996 and 2006, in France 
in 1997, and in Germany in 1998—but that is much less distinct in ideological or social‐
structural terms. Indeed, the broadening of the term “left,” on the one hand, and the gen
eral decline in the cohesiveness of social‐structural identities, on the other, have probably 
accounted for the generally weak levels of association between social background and 
left–right orientations in recent years (see van der Eijk, Schmitt, and Binder 2005).

The second key development that has undermined the traditional distinctiveness of the 
left is the narrowing of the differences between left and right, and the increasing conver
gence on a shared or consensual center. Two related factors are involved. First, the com
bination of the end of the Cold War, the victory of democracy, and the absence of any seri
ous contemporary alternative to the market economy inevitably leads parties on both left 
and right to share more and more of their policy priorities. As Perry Anderson (2000, 17)
has put it, in this new post‐1989 world, “there are no longer any significant oppositions—
that is, systematic rival outlooks—within the thought‐world of the West; and scarcely any 
on a world‐scale either.” This clearly has impacted on the capacity of the left to maintain 
a distinct profile. Second, the constraints imposed by globalization and, within Europe, by 
Europeanization, limit the room for maneuver previously enjoyed by many governments, 
such that the range of national options becomes increasingly limited, with governments 
more or less obliged to pursue certain policies and desist from others. This is true for 

(p. 216) governments of both the left and the right, with the result that it becomes less 
and less easy to distinguish such governments according to their partisan colors.

Given the limited options which they face, and given the extent to which decisions are al
so increasingly externalized to nonmajoritarian agencies or to European or other interna
tional decision‐making institutions, governments tend to become national governments, 
with party government in policy terms becoming ever less marked. To be sure, these are 
contested assertions, and a number of recent contributions to the policy literature empha
size the continuing capacity of governments to shape the domestic order (see, for exam
ple, Scharpf and Schmidt 2000; Glatzer and Rueschemeyer 2005). Increasingly, however, 
it seems that it is primarily in the details that partisanship, like the devil, can be found, as 
well as in the legacies of the past. On the bigger stage, and increasingly so, as well as 
when heading towards an internationally more competitive future, options are clearly be
ing foreclosed (Iversen 2005). Moreover, while the policies pursued at the national level 
in one polity may continue to differ from those pursued in another polity, thus limiting 
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convergence between nations, there is often little option within each nation but to pursue 
an agreed domestic strategy. In this sense also, partisanship may count for little. As Dal
ton (2006) notes, certainly in the case of most of the advanced post‐industrial democra
cies, it is now the large moderate center that dominates.

The third key development that undermines the meaning of left and right is the change in 
the character of the parties themselves—the shift towards more presidential as opposed 
to party‐governmental decision making, the emergence of cartelized party systems, and 
the professionalization of political leadership more generally (Katz and Mair 1995, 2002; 
Poguntke and Webb 2005). This promotes the prioritizing of office‐seeking as opposed to 
policy‐seeking electoral strategies, and leads to a style of competition that is more closely 
engaged with issues of political management and efficiency rather than with substantive 
political or ideological oppositions. In this case, it is more difficult for left and right to dis
tinguish themselves, in that the key binary dividing line becomes increasingly that of gov
ernment vs. opposition, regardless of the partisan hue of either. Left and right orienta
tions may still play a role at the mass level in this sort of politics, but their effect is likely 
to prove much less structured and more contingent (see also van der Eijk, Schmitt, and 
Binder 2005).

The fourth key development is the character of the emerging alignments in the new party 
systems of post‐communist Europe. At one level, these new alignments clearly echo the 
more traditional left–right divides found in the older European democracies—that is, is
sues involving support for the welfare state, for social protection, and for the rights of 
workers tend to be promoted by socialist parties, and resisted, or at least downplayed, by 
more centrist or conservative actors. At another level, however, and particularly on issues 
relating to the advancement of reform, traditional patterns are sometimes reversed. So
cialist parties—usually post‐communist parties—take on the role of defending the rem
nants of the traditional power structure, and liberal and “conservative” actors promote 
the more radical reformist strategies. In other words, while divisions between left and 
right coincide with those between socialist and liberal on the economy and on equality, 
they tend to (p. 217) confound that division on issues of democracy and political reform. In 
this latter case, the right adopts the more radical stance. In some cases, moreover, the 
latter division predominates, in that economic issues play a secondary role in competi
tion. This has been particularly the case during the early years of democracy among the 
former Soviet Republics, where support for the status quo and for communism was per
ceived to be a right‐wing position (Weßels and Klingemann 1998, 7–8). In this case, then, 
the normal referents are turned on their head, with the right linked to a reform program 
which, in the West European context, would normally be associated with the left. As 

Markowski (1997, 223) has suggested, “the fact that the left is identified with ‘change’ 
and ‘equality’ does not square with the East European reality. In fact, most of the impuls
es for change are associated with reducing equality.”

The final development is of much more recent origin, and involves the emergence in a 
number of western democracies of ostensibly right‐wing populist parties that appeal to 
traditional liberal—and hence, left‐leaning—values. The most prominent example is that 
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of the Dutch Pim Fortuyn List (LPF), which took off in a sudden electoral surge just be
fore the election 2002. In many ways, this was a conventional right‐wing populist party—
advocating quite simple solutions to often complex problems, and basing much of its ini
tial appeal on attacking the established political class. Its initial appeal also included anti‐
immigrant views, however, and was strongly critical of Islamic culture, and it was this lat
ter part of its strategy that was grounded on, and justified by a defense of the sort of lib
eral values that are usually promoted most strongly by the ideological left—that is, the 
party stressed the need to protect the rights of women and of gays, and urged a clear 
separation of church and state (Akkerman 2005). Here too, then, traditional left–right po
sitions become confused, and hence less meaningful, a problem that is compounded by 
the tendency of elements within the contemporary left to support some of the more con
servative elements within the pro‐Islamic coalition (see Lappin 2006). On these particular 
issues, traditional leftist anti‐imperialism is almost wholly reduced to anti‐Americanism, 
such that the conventional positions of the liberal left and the conservative right are 
sometimes reversed.

4 The Resilience of Left and Right
But while all five of these developments may weaken or confuse the meaning and refer
ents of the left–right division, it still remains the most widely used shorthand term that is 
applied in the comparison of voters, parties, and leaders—across both space and time. 
There remain two major reasons for this. The first is that it continues to offer the best de
fault option, for even if the left–right dimension has lost much of its substance and poten
cy, it remains unchallenged by any potentially competing set of referents. One possible 
and influential alternative has been the materialist–postmaterialist (p. 218) dimension 
which, as initially described by Inglehart (1977; 1984, and chapter in this volume), was 
seen to cut straight across the conventional left–right divide. This new dimension had a 
strong generational bias, and was tied to the wider process of cognitive mobilization, so it 
seemed to have the potential to surpass left–right orientations as a dominant determinant 
of political behavior in the advanced democracies. At the same time, however, rather than 
moving away from the left–right imagery, Inglehart explicitly retained the older terms of 
reference, suggesting that the nature of the policies and support groups of the traditional 
left–right divide were simply changing, and that a fading “economic left–right” opposition 
was being replaced by a newly emerging “noneconomic left–right” opposition.

In other words, although the rise of postmaterialism tended to “neutralize” the class di
vide, the effect was not so much to create a wholly new dimension but rather to reshape 
and redefine an existing divide. Indeed, in one of his most sustained analyses of the rela
tionship between the new politics and the traditional left–right opposition, Inglehart 
(1984, 68–9) concluded that the most likely future scenario would be the synthesis of both 
sets of concerns into a new and more inclusive dimension, in that support for postmateri
alism on its own could prove self‐defeating.5 Kitschelt's (1995) more recent attempt to 
specify an alternative scale has also been presented in terms of a “new politics” dimen
sion, one that polarizes libertarian and authoritarian values and cuts across the tradition
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al left–right economic divide (see also Talshir 2005). Here too, however, it seems that the 
actors and voters that might be seen to have carved out a distinct position on this dimen
sion also become at least partially absorbed by a more inclusive left–right opposition, with 
left‐libertarian parties often casting in their lot with the more traditional but also adapt
able left alternatives, and with the liberal right sometimes moving in a more authoritarian 
direction in order to head off new and more radical challenges (Akkerman 2005). Most re
cently, this new dimension has been highlighted once again as a possible explanation for 
differential party positions towards European integration (Hooghe et al. 2002), though 
whether it can retain its autonomy in this regard is still open to question.

The second reason why left–right continues to be used as a shorthand term is that despite 
its various ambiguities, it continues to work. That is, predictions based on the left–right 
proximity of parties have proved relatively accurate in accounting for differential patterns 
of coalition formation (e.g. Laver and Budge 1992); analyses based on measuring the left–
right balance of incumbent governments have proved reasonably robust in accounting for 
differential policy outcomes (e.g. Klingemann, Hofferbert, and Budge 1994); and, perhaps 
most importantly in this context, models based on the left–right positioning of parties and 
voters have proved steadily successful in accounting for (p. 219) electoral choice and elec
toral change. In other words, the left–right divide, albeit not always uniformly specified, 
continues to serve as a powerful device in both national and cross‐national explanations 
of political behavior, both at mass and elite levels.

What is also interesting here is that notions of “left” and “right,” however variously de
fined, appear to retain an independent electoral appeal over above the particular appeal 
generated by the individual parties that are seen to be a constitutive part of that left and 
right. In terms of individual voting preferences, for example, van der Eijk and Niemöller 
(1983) broke new ground in showing how voters in multi‐party systems can maintain mul
tiple party identifications arrayed within either the left or the right, and how these only 
rarely cut across this principal divide. A similar behavioral stickiness is visible at the ag
gregate level, in that the bulk of aggregate electoral volatility that can be measured in 
post‐war Europe has occurred inside the traditional class left bloc and inside the center 
and right, and only a relatively small amount of aggregate electoral instability can be ac
counted for by transfers across the left–right class cleavage boundary (Bartolini and Mair 
1990). In other words, at least within the European context, voter choice is often limited 
and constrained not just by party preference, but also by a more general sense of identifi
cation with left or right—whether this be motivated by economic considerations, or by 
identities based on culture, religion, or whatever. As Sani and Sartori (1983, 314) 
conclude, “the left–right yardstick mirrors fairly well the voters' stands on some of the 
major conflict domains and echoes most of the voters' feeling towards significant political 
objects.”
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5 Conclusion
It has often been remarked of institutions that if they are to remain the same, as Tancred 
remarks in Il Gattopardo, then they have to change. This also captures the essence of the 
left–right orientations. Indeed, it is precisely because of the flexibility of the left–right di
mension—or what Gordon Smith (1989) has referred to as its “plasticity”—and the ability 
of the terms left and right to accommodate new issues and new patterns of competition, 
that the terms themselves have proved so enduring. Left and right, from their beginning 
in the French Assemblé, as now, are above all positions rather than identities, and they 
are variously occupied by parties, by voters, and by leaders. For a long century, running 
from the early mobilization of the first working‐class parties in the latter nineteenth cen
tury through to the beginning of the 1980s, the left position was principally occupied by, 
and took as its primary referent, the class left—socialist parties and later communist par
ties, and their more or less shared programs and ideology. In politics, the left was essen
tially the class left, and the right was everybody else.

By the beginning of the 1980s, however, that dominant association had begun to wane, 
first as a result of the mobilization of a newer and younger ideological left from (p. 220)

the 1960s onwards, and later, at the end of the 1980s, as a result of the failure of the 
communist alternative and the global acceptance of the market economy. Yet, as Inglehart 
(1984) remarked, this did not mark the erosion in the importance of the left–right dimen
sion as such; rather it involved a recasting of its referents, often away from class‐specific 
issues towards a more generalized advocacy of equality.

Even this latter element is now being undermined, however. This is partly as a result of 
the post‐communist experience, in which the left, and reformism more generally, some
times came to mean an assault on traditional equality policies and structures, and partly 
as a result of the new populist mobilization, in which ostensibly right‐wing parties have 
taken on the defense of left‐leaning liberal values, while a number of forces on the left ap
pear to be vocal in defense of more conservative positions. Should this new confusion 
continue, then the general utility of the left–right dimension is bound to be questioned. 
Scholars have favored the left–right dimension since, as noted above, it offers a means of 
simplifying and comparing multi‐layered realities. For voters, as Fuchs and Klingemann 
(1990, 233) have noted, the left–right schema offered something in both structure and 
substance that facilitated efficient communication and orientation, particularly in com
plex political environments. If, however, it appears that this shorthand device is itself be
coming more complex and opaque, then it may no longer serve the purposes for which it 
was initially devised.
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Notes:

(*) I would like to thank Zsolt Enyedi and Joost van Spanje for their help in preparing this 
chapter. The usual disclaimer applies.

(1) In the same vein, both American and German Greens sometimes adopted the slogan 
“Neither Left nor Right but Forward,” a phrase that was also later taken up by Charles 
Kennedy, then leader of the British Liberal Democrats.

(2) Høyre initially mobilised in the late nineteenth century in opposition to Venstre, a par
ty name which literally translates as “the Left.”

(3) The experts were asked to “locate each party on a general left–right dimension, taking 
all aspects of party policy into account.” An earlier and more limited version of this re
cent expert survey did not include a general left–right scale as such, but instead sought to 
disaggregate the dimension into separate measures of party policy towards public fi
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nances, public ownership, social policy, and foreign policy (see Benoit and Laver 2006: 
Appendix A; Laver and Hunt 1992: 39).

(4) Beyond these territories, of course, meanings differ even more dramatically (e.g. Dal
ton 2006).

(5) This seems to have happened in practice. As Inglehart's (1987, 1299) own data later 
revealed, by the mid‐1980s a large majority of postmaterialists had fallen in with the left. 
In 1970, for example, some 40 percent of the group had been supporting parties of the 
center and right; fifteen years later, some 75 percent were voting for the left. By the end 
of the century, moreover, those Green parties that had entered into government had done 
so in coalition with their social democratic rivals. See also Dalton (2006) who cites global 
figures to conclude that “postmaterialists are disproportionately Leftist, and this is the 
pattern in advanced industrial democracies, Latin America, Asian democracies, and Arab 
nations.”

Peter Mair

Peter Mair is Professor of Comparative Politics at the European University Institute, 
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Abstract and Keywords

This article discusses the postmaterialist values, as well as the shift from survival to self-
expression. It looks at controversies over the value change thesis and discusses changing 
political arguments. One section covers intergenerational value change in economically 
advanced and low-income societies. This article concludes that intergenerational value 
changes actually reflect historic changes in a society's existential conditions. Although 
these changes are far from universal, they can be found only in societies where the 
younger generations have experienced rather different formative conditions from those 
that had shaped the older generations.
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THROUGHOUT most of history, survival has been uncertain for the vast majority of the 
population. But the remarkable economic growth of the era after the Second World War, 
together with the rise of the welfare state, brought fundamentally new conditions in ad
vanced industrial societies. The post‐war birth cohorts spent their formative years under 
levels of prosperity that were unprecedented in human history, and the welfare state rein
forced the feeling that survival was secure, producing an intergenerational value change 
that is gradually transforming the politics and cultural norms of advanced industrial soci
eties.

The best‐documented evidence of value change is the shift from materialist to postmateri
alist priorities (Inglehart 1977, 1990). Postmaterialist values emerge as people shift from 
giving top priority to “materialist” values such as economic and physical security, toward 
increasing emphasis on “postmaterialist” priorities such as autonomy, self‐expression and 
the quality of life. This shift is linked with changing (p. 224) existential conditions—above 
all, the change from growing up with the feeling that survival is precarious, to growing up 
with the feeling that survival can be taken for granted. A massive body of evidence gath
ered from 1970 to the present demonstrates that an intergenerational shift from material
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ist to postmaterialist priorities has been occurring (Inglehart and Welzel 2005). But this is 
only one aspect of a broader cultural shift from survival values to self‐expression values, 
which is bringing new political issues to the center of the stage and motivating new politi
cal movements.

This theory of intergenerational value change is based on two key hypotheses (Inglehart 
1981):

(1) A Scarcity Hypothesis. Virtually everyone aspires to freedom and autonomy, but 
people's priorities reflect their socioeconomic conditions: they tend to place the high
est value on the most pressing needs. Material sustenance and physical security are 
immediately linked with survival, and when they are scarce people give top priority 
to these “materialistic” goals; but under conditions of prosperity, people become 
more likely to emphasize “postmaterialist” goals such as belonging, esteem, and es
thetic and intellectual satisfaction.
(2) A Socialization Hypothesis. The relationship between material scarcity and value 
priorities is not one of immediate adjustment: to a large extent, one's basic values re
flect the conditions that prevailed during one's pre‐adult years and these values 
change mainly through intergenerational population replacement. Although older 
generations tend to transmit their values to their children, if one's first‐hand experi
ence is inconsistent with one's cultural heritage, it can gradually erode.

The scarcity hypothesis is similar to the principle of diminishing marginal utility. It reflects the 
basic distinction between the material needs for physical survival and safety, and non‐material 
needs such as those for self‐expression and esthetic satisfaction.
During the past several decades, advanced industrial societies have diverged strikingly 
from the prevailing historical pattern: most of their population has not grown up under 
conditions of hunger and economic insecurity. This has led to a gradual shift in which 
needs for belonging, esteem and intellectual and self‐expression have become more 
prominent. The scarcity hypothesis implies that prolonged periods of high prosperity will 
tend to encourage the spread of postmaterialist values—and enduring economic decline 
will have the opposite effect.

But there is no one‐to‐one relationship between socioeconomic development and the 
prevalence of postmaterialist values, for these values reflect one's subjective sense of se
curity, and not simply one's objective economic level. One's subjective sense of security is 
shaped by a society's social welfare institutions as well as its mean level of income, and is 
also influenced by the general sense of security prevailing in one's society. Furthermore, 
people's basic value priorities do not change over night: the scarcity hypothesis must be 
interpreted in connection with the socialization hypothesis.

One of the most pervasive concepts in social science is that one's basic personality struc
ture crystallizes by the time one reaches adulthood: early socialization carries greater 
weight than later socialization. A large body of evidence indicates that people's (p. 225)

basic values are largely fixed when they reach adulthood, and change relatively little 
thereafter (Rokeach 1968, 1973; Inglehart 1977, 1997; also see chapter on socialization 
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by Jennings in this Handbook). If so, we would expect to find substantial differences be
tween the values of the young and the old in societies that have experienced a rising 
sense of security. People are most likely to adopt those values that are consistent with 
what they have experienced first‐hand during their formative years. This implies that in
tergenerational value change will occur if younger generations grow up under different 
conditions from those that shaped earlier generations—so that the values of the entire so
ciety will gradually change through intergenerational replacement.

These two hypotheses generate several predictions concerning value change. First, while 
the scarcity hypothesis implies that prosperity is conducive to the spread of postmaterial
ist values, the socialization hypothesis implies that fundamental value change takes place 
gradually; to a large extent, it occurs as younger generations replace older ones in the 
adult population. After an extended period of rising economic and physical security, one 
would expect to find substantial differences between the value priorities of older and 
younger groups, since they would have been shaped by different experiences in their for
mative years. But a sizeable time lag would occur between economic changes and their 
political effects. Ten or fifteen years after an era of prosperity began, the birth cohorts 
that had spent their formative years in prosperity would begin to enter the electorate.

Per capita income and educational levels are among the best readily available indicators 
of the conditions leading to the shift from materialist to postmaterialist goals, but the the
oretically crucial factor is not per capita income itself, but one's sense of existential secu
rity—which means that the impact of economic and physical security is mediated by the 
given society's social security system. Thus, we would not expect to find particularly high 
levels of postmaterialism in Kuwait: it should rank higher than Yemen or other low‐in
come countries, but income equality and governmental effectiveness are low in the oil‐ex
porting Gulf states, which means that many of their people didn't grow up taking survival 
for granted.

Several decades ago, Inglehart (1971) found dramatic age differences in the proportions 
of people emphasizing materialist and postmaterialist values, respectively, among the 
publics of six western countries. To measure these values, he asked people to say which 
goals they considered most important for their country to seek, choosing between such 
things as economic growth, fighting rising prices, maintaining order, and the fight against 
crime (which tap materialist priorities); and freedom of speech, giving people more say in 
important government decisions, more say on the job, and a society where ideas count 
(which tap postmaterialist priorities). Representative national surveys revealed huge dif
ferences between the values of young and old in all of these societies. Among those aged 
65 and older, people with materialist value priorities outnumbered those with postmateri
alist value priorities by more than 12:1. But as one moved from older to younger cohorts, 
the balance gradually shifted toward a diminishing proportion of materialists and a grow
ing proportion of people with postmaterialist values. Among the youngest cohort (those 
from 18 to 25 years old in 1970) postmaterialists outnumbered the materialists.

(p. 226)



Postmaterialist Values and the Shift from Survival to Self‐Expression Values

Page 4 of 21

But do these age differences reflect life‐cycle effects or birth cohort effects? With data 
from just one time point, there is no way of knowing—and the two interpretations have 
very different implications. The life‐cycle reading implies that the young will become in
creasingly materialist as they age, so that by the time they are 65 years old they will have 
become just as materialist as the 65 year olds were in 1970—which means that the soci
ety as a whole won't change at all. The cohort‐effects interpretation implies that the 
younger cohorts will remain relatively postmaterialist over time—and that as they replace 
the older, more materialist cohorts, the prevailing values of the society will change, be
coming increasingly postmaterialist.

Cohort analysis provides the only conclusive way to determine whether age differences 
reflect life cycle effects or intergenerational change based on cohort effects. In order to 
do so, one needs (1) survey data covering a sizeable time period; (2) surveys carried out 
at numerous time points, enabling one to distinguish period effects from life‐cycle and co
hort effects; and (3) large numbers of respondents in each survey—because breaking the 
sample down into six or seven birth cohorts, the sampling error margin rises to the point 
where noise starts to drown out the signal.

Building on earlier cohort analyses, Inglehart and Welzel (2005, chapter 4) present a co
hort analysis that follows given birth cohorts over three decades, taking advantage of the 
fact that the Euro‐barometer surveys asked the materialist/postmaterialist battery of 
questions almost every year, from 1970 to 2000, in all six of the countries first surveyed 
in 1970. Figure 12.1 shows the results, using the pooled data from Britain, France, West 
Germany, Italy, Belgium, and the Netherlands. Each cohort's position at a given time is 
calculated by subtracting the percentage of materialists in that cohort from the percent
age of postmaterialists. Thus, at the zero point on the vertical axis, the two groups are 
equally numerous. The proportion of postmaterialists increases as one moves up; the pro
portion of materialists increases as one moves down. If the age differences reflected a 
life‐cycle effect, then each of the cohort lines would gradually move downward, toward 
the materialist pole, as one moves from left to right across Figure 12.1, tracing the years 
from 1970 to 2000. The vertical scale of this figure shows the percentage of postmaterial
ists, minus the percentage of materialists—with zero indicating the point where the two 
types are equally numerous. If cohort effects are present, the pattern will not be diagonal 
but horizontal, with each birth cohort remaining about as postmaterialist at the end of the 
time series as it was at the start.

But we also need to take period effects into account. Our theory implies that short‐term 
effects such as a major recession will tend to push all cohorts downward in response to 
current conditions; but with recovery, they will return to their former level, so that in the 
long run they will remain about as postmaterialist as they were at the start. Over short 
periods, a short‐term fluctuation or period effect that pushed all the cohorts downward 
could give the mistaken impression that the age differences merely reflected life‐cycle ef
fects. The causes and implications of period effects have been debated extensively. The 
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Fig. 12.1  Cohort analysis with inflation rate superim
posed (using inverted scale on right): % Postmateri
alists minus % materialists in six West European soci
eties, 1970–1999

main arguments are summed up in Clarke and Dutt (1991), Duch and Taylor (1993), 
Clarke et al. (1999), Abramson and Inglehart (1994), and Inglehart and Abramson (1999).

(p. 227)

Source: 
Inglehart 
and 
Welzel 
2005: 
101. 
Based on 
combined 
weighted 
sample of 
European 
Communi
ty surveys 
carried 

out in West Germany, France, Britain, Italy, the Netherlands, and Bel
gium, in given years, using the 4‐item Materialist/Postmaterialist values 
index.

Because we have data from numerous time points, we can see that period effects clearly 

are present in the years from 1970 to 2000 (they reflect current economic conditions, par
ticularly inflation levels: note how closely the period effects in Figure 12.1 track inflation 
rates). But these period effects have no lasting impact: the younger cohorts remain rela
tively postmaterialist at every time point, despite short‐term fluctuations, and at the end 
of three decades, each cohort is no more materialist than it was at the start (in fact, most 
of them are less so). There is no evidence whatever of life‐cycle effects—by 2000, it has 
become apparent that the age‐related differences that were found in 1970 reflect lasting 
cohort differences.

This implies that as the younger, less materialist cohorts, replace the older ones in the 
adult population, each society should shift from materialist toward postmaterialist values. 
This is precisely what happened. Figure 12.2 shows the net shift from 1970 to 2000 
among the six publics we have just analyzed, plus three societies that were first surveyed 
in 1972 and 1973. In every country, we find a substantial net shift toward postmaterialist 
values—so much so that they now have more postmaterialists than materialists.
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Fig. 12.2  The shift toward postmaterialist values 
among the publics of Nine Western societies, 1970–
2000

Source: 
Inglehart 
and 
Welzel 
2005: 
103.

The vertical scale of this figure again shows the percentage of postmaterialists, minus the 
percentage of materialists—with the zero point indicating the point at which materialists 
and postmaterialists are equally numerous. In the early 1970s, materialists heavily out
numbered postmaterialists in all nine of these countries, all of which fell well below the 
zero point. For example, in the earliest US survey, materialists outnumbered postmateri
alists by 24 percentage points; in West Germany, they outnumbered postmaterialists by 
34 points. During the three decades following 1970, (p. 228) a major shift occurred: by the 
1999–2001 surveys, postmaterialists had become more numerous than materialists in all 
nine countries. The American public shifted from having about three times as many mate
rialists as postmaterialists, to having 2.5 times as many postmaterialists as materialists. 
Despite substantial short‐term fluctuations, the predicted shift toward postmaterialist val
ues took place.

The intergenerational value change thesis predicts a shift from materialist toward post
materialist values among the populations of these societies. Empirical evidence gathered 
over a period of three decades supports this prediction: the large and persistent differ
ences that we find between older and younger birth cohorts seem to reflect a process of 
intergenerational value change.

1 Controversies over the Value Change Thesis
During the years since the thesis of a postmaterialist shift was first published, scores of 
critiques have appeared. The early ones argued that the age differences found in 1970 
simply reflected life‐cycle effects: each cohort would grow more materialistic as it aged, 

(p. 229) so we should expect no net shift in prevailing values (Boeltken and Jagodzinski 
1985). In the light of the evidence gathered during the next three decades, these claims 
have disappeared: the predicted erosion of postmaterialism that should have resulted 
from life‐cycle effects, didn't happen: people did not become more materialist as they 
aged.
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Other critics have claimed that materialism/postmaterialism is a one‐dimensional model 
of human values—implying that this dimension is the only dimension that exists (e.g. 
Flanagan 1982, 1987; Braithwaite, Makkai, and Pittelkow 1996, etc). This sets up a straw 
man that is easily refuted, since human values are obviously multidimensional. The mate
rialist/postmaterialist dimension clearly isn't the only dimension that exists—as is evident 
from my early work (Inglehart 1977), which examined the relationship between the mate
rialist/postmaterialist dimension and other values dimensions. In Political Action I exam
ined its relationship to ten other dimensions based on the Rokeach terminal values (Ingle
hart 1979, 314–18). And numerous publications have analyzed the relationships between 
the materialist/postmaterialist values dimension and various other value dimensions in
volving religion, politics, work motivations, gender equality, sexual norms, attitudes to
ward authority, and other orientations (e.g. Inglehart 1990; Inglehart and Abramson 1999;
Inglehart and Norris 2003; Norris and Inglehart 2004; Dalton 2006; Nevitte 1996).

I do claim that a conceptually coherent and empirically demonstrable materialist/postma
terialist values dimension exists, with materialist values at one pole, postmaterialist val
ues at the opposite pole, and the various mixed types at intermediate points on this di
mension. Although this dimension can be broken down into its components, reflecting rel
ative emphasis on economic and physical security, it does constitute a coherent single di
mension: The underlying theory holds that those who experienced relatively high levels of 
economic and physical insecurity during their formative years tend to give top priority to 
materialist values; but that the economic miracles of the post‐war era, combined with the 
welfare state, have given rise to increasing numbers of people who take economic and 
physical security for granted and tend to give top priority to self‐expression and the quali
ty of life. The central point is that, by focusing on one clearly defined dimension, it is pos
sible to generate theoretical explanations and predictions that can be empirically tested.

Because the variables that tap this dimension are not correlated at the 1.0 level, it is pos
sible to break it down into its subcomponents: using principal components factor analy
sis, one obtains a clear materialist/postmaterialist dimension in almost every society that 
has been tested (Abramson and Inglehart 1995, 101–14); but using varimax rotation, one 
can break this dimension down into two component dimensions. It is perfectly legitimate 
to do so: the approach one uses depends on one's theoretical perspective. In this case, 
our theory implies that those who give top priority to economic security (tapped by such 
items as “fight rising prices,” and “economic growth”) will also tend to give top priority to 
physical security (tapped by such items as “maintain order” and “the fight against 
crime”); and will give relatively low priority to the various postmaterialist goals. Empiri
cally, they do—as is reflected in the fact that all of the materialist items show negative po
larity on the materialist/postmaterialist principal component dimension. Nevertheless, the 
items designed to (p. 230) tap material security are less strongly correlated with the items 
designed to tap physical security than they are with each other, and by using varimax ro
tation one can split them into two distinct factors (Flanagan 1982, 1987; Inglehart, 1987).
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If one is specifically concerned with people's emphasis on physical security, it makes 
sense to do so. Or, moving in the opposite direction, if one's theoretical concerns deal 
with the much broader concept of modern versus traditional values, one can use the ma
terialist/postmaterialist values battery as an indicator of this dimension: for empirically, 
these values prove to be a strong indicator of one's orientations concerning gender equal
ity, tolerance of outgroups, political activism, environmental activism, interpersonal trust, 
and a number of additional orientations that have been labeled “self‐expression values.”

2 Postmaterialist Values: One Component of a 
Broader Dimension of Cultural Change
Postmaterialism itself is only one aspect of a still broader process of cultural change that 
is reshaping the political outlook, religious orientations, gender roles, and sexual mores 
of advanced industrial society (Inglehart 1990, 1997; Inglehart and Welzel 2005; Welzel 
chapter in this volume). The emerging orientations place less emphasis on traditional cul
tural norms, especially those that limit individual self‐expression.

In order to identify the main dimensions of cross‐cultural variance, Inglehart and Welzel 
carried out a factor analysis of each society's mean level on scores of variables, replicat
ing the analysis in Inglehart and Baker (2000).1 The two most significant dimensions that 
emerged reflected, first, a polarization between traditional and secular‐rational values 
and, second, a polarization between survival and self‐expression values.

Traditional values place strong emphasis on religion, respect for authority, and have rela
tively low levels of tolerance for abortion and divorce and have relatively high levels of 
national pride. Secular‐rational values have the opposite characteristics. Agrarian soci
eties tend to emphasize traditional values; industrializing societies tend to emphasize sec
ular‐rational values.

The second major dimension of cross‐cultural variation is linked with the transition from 
industrial society to post‐industrial societies—which brings a polarization between sur
vival and self‐expression values. The polarization between materialist and postmaterialist 
values is a sensitive indicator of this dimension—showing an extremely high loading on 
the broader dimension, as Table 12.1 demonstrates. For the same conditions that give rise 
to postmaterialist values, are also conducive to self‐expression values. But self‐expression

(p. 231) values encompass a number of issues that go well beyond the items tapped by 
postmaterialist values. For example, self‐expression values reflect mass polarization over 
such issues as whether “When jobs are scarce, men have more right to a job than 
women;” or whether “Men make better political leaders than women” (which is almost 

(p. 232) as sensitive an indicator of self‐expression values as postmaterialist values). This 
emphasis on gender equality is part of a broader syndrome of tolerance of outgroups, in
cluding foreigners, gays, and lesbians. Self‐expression values give high priority to envi
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ronmental protection, tolerance of diversity, and rising demands for participation in deci
sion making in economic and political life.
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Table 12.1 Orientations linked with survival vs. self‐expression values

Item Correla
tion

SURVIVAL VALUES emphasize the following:

Materialist/Postmaterialist Values .87

Men make better political leaders than women .86

R. is not highly satisfied with life .84

A woman has to have children to be fulfilled .83

R. rejects foreigners, homosexuals, and people with 
AIDS as neighbors

.81

R. has not and would not sign a petition .80

R. is not very happy .79

R. favors more emphasis on the development of technol
ogy

.78

Homosexuality is never justifiable .78

R. has not recycled something to protect the environ
ment

.76

R. has not attended a meeting or signed a petition to 
protect the environment

.75

A good income and safe job are more important than a 
feeling of accomplishment and working with people you 
like

.74

R. does not rate own health as very good .73

A child needs a home with both a father and a mother in 
order to grow up happily

.73
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When jobs are scarce, a man has more right to a job 
than a woman

.69

A university education is more important for a boy than 
for a girl

.67

Government should ensure that everyone is provided for .69

Hard work is one of the most important things to teach 
a child

.65

Imagination is not of the most important things to teach 
a child

.62

Tolerance is not of the most important things to teach a 
child

.62

Leisure is not very important in life .61

Scientific discoveries will help, rather than harm, hu
manity

.60

Friends are not very important in life .56

You have to be very careful about trusting people .56

R. has not and would not join a boycott .56

R. is relatively favorable to state ownership of business 
and industry

.54

SELF‐EXPRESSION VALUES take opposite position on all of above

Note: The original polarities vary; the above statements show how 
each item relates to this values index.

The shift from survival values to self‐expression values also includes a shift in child‐rear
ing values, from emphasis on hard work toward emphasis on imagination and tolerance 
as important values to teach a child. Societies that rank high on self‐expression values al
so tend to rank high on interpersonal trust and have relatively high levels of subjective 
well‐being. This produces an environment of trust and tolerance, in which people place a 
relatively high value on individual freedom and self‐expression, and have activist political 
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orientations—the attributes that the political culture literature defines as crucial to 
democracy.

A major component of rise of self‐expression values is a shift away from deference to all 
forms of external authority. Submission to authority has high costs: the individual's per
sonal goals must be subordinated to those of an external entity. Under conditions of inse
curity, people are generally willing to do so. Under threat of invasion, internal disorder, or 
economic collapse, people eagerly seek strong authority figures that can protect them 
from danger.

Conversely, conditions of prosperity and security are conducive to tolerance of diversity 
in general and democracy in particular. This helps explain a long‐established finding: rich 
societies are much likelier to be democratic than poor ones. One contributing factor is 
that the authoritarian reaction is strongest under conditions of insecurity.

Since humans values are multidimensional, it is easy to find attitudes that are unrelated 
to the materialist/postmaterialist dimension. Davis and Davenport (1999) did so, arguing 
that this invalidated this measure. In reply, Inglehart and Abramson (1999) pointed out 
that the value change thesis predicts that postmaterialist values will predict other atti
tudes insofar as they are shaped by the degree to which one perceives survival as secure 
or insecure—but there is no theoretical reason to expect that postmaterialist values 
would predict all other attitudes. They then demonstrated that these values do predict a 
large number of orientations, reflecting the fact that whether one takes survival for 
granted or views it as precarious, does indeed shape a major component of one's world‐
view—as Table 12.1 also illustrates.

Originally skeptical of the postmaterialist value change thesis, Lafferty (1975) had pub
lished an article questioning whether the materialist/postmaterialist dimension tapped 
any deep‐rooted orientation. He then carried out a survey designed to test this 
dimension's validity in the Norwegian context. After analyzing the findings, Lafferty and 
Knutsen (1985) concluded that postmaterialism tapped a highly constrained ideological 
dimension that occupies a central position in the world‐view of the Norwegian public.

The rise of self‐expression values reflects an intergenerational change in a wide variety of 
basic social norms, from cultural norms linked with ensuring survival of the species, to 
norms linked with the pursuit of individual well‐being. For example, postmaterialists and 
the young are markedly more tolerant of homosexuality than are materialists and the old. 
And they are far more permissive than materialists in (p. 233) their attitudes toward abor
tion, divorce, extramarital affairs, prostitution, and euthanasia. Economic accumulation 
for the sake of economic security was the central goal of industrial society. Ironically, 
their attainment set in motion a process of gradual cultural change that has made these 
goals less central—and is now bringing a rejection of the hierarchical institutions that 
helped attain them.
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3 Intergenerational Value Change in Economi
cally Advanced and Low‐Income Societies
Inglehart and Welzel (2005) analyze the shift from survival to self‐expression values ob
served across four waves of the Values Surveys. They find that rich post‐industrial soci
eties show large intergenerational differences, with the younger cohorts generally plac
ing much stronger emphasis on self‐expression values than do the older cohorts. By con
trast, low‐income societies that have not experienced substantial economic growth during 
the past five decades do not display intergenerational differences—younger and older co
horts are about equally likely to display traditional values. This suggests that these inter
generational differences reflect historical changes, rather than anything inherent in the 
human life cycle. This interpretation is reinforced by the fact that, when we follow a given 
birth cohort's value orientations over time, they do not become more traditional or sur
vival oriented as they age, as the life‐cycle interpretation implies. Instead, the genera
tional differences are an enduring attribute of given cohorts, which seem to reflect the 
different formative conditions they experienced as each cohort grew up under increasing
ly secure conditions.

Under some circumstances, one might argue that these age‐linked differences simply re
flect life‐cycle effects, not intergenerational change—claiming that people have an inher
ent tendency to place increasing emphasis on survival values as they age. If such a life‐cy
cle effect existed, the younger cohorts would place more emphasis on self‐expression val
ues than the older cohorts in any society. But this claim is untenable in the present case—
for these intergenerational differences are found in developed societies, but not in low‐in
come societies. There is no inherent tendency for people to emphasize survival values 
more strongly as they age. Likewise, there is no universal tendency for the young to em
phasize self‐expression values more strongly than the old. Such intergenerational differ
ences emerge when a society has attained high levels of socioeconomic development. The 
generational differences found in developed societies seem to reflect long‐term socioeco
nomic changes, rather than life‐cycle effects.

The evidence suggests that a process of intergenerational value change has been taking 
place during the past six decades—though it is only indirect evidence. In order to demon
strate directly that long‐term cultural changes are occurring, we would need (p. 234) evi
dence from surveys that had measured these values in both rich and poor countries 
throughout the past sixty or seventy years. Such data are not available and will not be 
available for several decades. Nevertheless, the time‐series data that are now available 
show changes toward self‐expression values in virtually all high‐income societies—but not 
in low‐income societies. We do not find a universal shift toward secular‐rational and self‐
expression values, such as might result from some universal process of cultural diffusion 
or the internet. These cultural changes are linked with socioeconomic development, and 
are not occurring where it is absent.
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The evidence suggests that major cultural changes are occurring through an intergenera
tional value shift linked with the fact that the younger birth cohorts have grown up under 
higher levels of existential security than those that shaped the formative years of the old
er cohorts.

4 Changing Political Alignments
Decades ago (Inglehart 1977, 5 and chapter 7) I argued that the shift from materialist to 
postmaterialist values would bring a decline of social class voting and the rise of political 
conflict based on quality of life issues. The value change hypothesis implies that as inter
generational shift takes place, we should witness a shift from social class‐based politics, 
centered on distribution of property and private or state ownership of the means of pro
duction, toward increasing emphasis on the physical and social quality of life and on self‐
expression. This value shift implies the rise of new political movements and parties, and 
the emergence of an increasingly elite‐challenging public. As it happened, in subsequent 
decades class conflict ceased to dominate politics, as the women's movement, the envi
ronmentalist movement, the gay liberation movement, and other movements based on 
lifestyle rather than class, became increasingly prominent.

An oversimplified reading of this theory claims that it predicts the disappearance of eco
nomic issues—a straw man that is easily refuted by pointing out that economic issues still 
matter. The argument that postmaterialist issues would totally replace materialist ones 
never appears in any of my writings and is explicitly denied in several places. For exam
ple, a methodological debate about the use of rankings vs. ratings to measure value prior
ities (Bean and Papadakis 1994; Inglehart 1994; cf. Inglehart 1990) showed that because 
almost everyone likes economic security and physical security and freedom of speech and
having more say in decisions, unless one uses forced‐choice rankings, people will tend to 
give high ratings to all of these goals. But, although almost everyone places a positive val
ue on all twelve of the items used to measure materialist vs. postmaterialist goals, materi
alists and postmaterialists consistently give them different priorities—a fact that emerges 
clearly when they are ranked.

(p. 235)

I never claimed that postmaterialists do not need to eat: they obviously do. On the con
trary, I pointed out that they have higher levels of consumption than materialists and (like 
virtually everyone) they like having high incomes. What I did claim, however, is that post
materialists give a lower priority to high incomes than do materialists—and that is true, 
as is demonstrated by the fact that job motivations show a dramatic shift from emphasis 
on a high income and safe jobs, to emphasis on interesting work and working with people 
you like, as one moves from materialist to postmaterialist values (Inglehart 1977, 56).

An emerging emphasis on quality of life issues has been superimposed on the older, class‐
based cleavages of industrial society. From the mid‐nineteenth century to the mid‐twenti
eth century, politics was dominated by class conflict over the distribution of income and 
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the ownership of industry. In recent decades, social class voting has declined and now 
shares the stage with newer postmaterialist issues that emphasize lifestyle issues and en
vironmental protection.

The rise of postmaterialism does not mean that materialistic issues and concerns will van
ish. Conflicts about how to secure prosperity and sustainable economic development will 
always be important political issues. Moreover, the publics in post‐industrial societies 
have developed more sophisticated forms of consumerism, materialism, and hedonism. 
But these new forms of materialism have been shaped by the rise of postmaterialist val
ues. New forms of consumption no longer function mainly to indicate people's economic 
class. Increasingly, they are used to express people's personal taste and lifestyle. This em
phasis on self‐expression is an inherent feature of postmaterialism, which is the central 
component of self‐expression values.

The evidence makes it clear that the intergenerational value differences found in post‐in
dustrial societies do not reflect life‐cycle effects. As Figure 12.1 demonstrated, given birth 
cohorts did not become more materialistic as they aged. Inglehart and Welzel (2005)
demonstrate that this also holds true of the shift from survival to self‐expression values. 
Analyzing data from all of the post‐industrial societies that were surveyed in both the first 
(1981) and the fourth (2000) waves of the Values Surveys,2 they find that from the start of 
this time series, younger birth cohorts placed more emphasis on self‐expression values 
than older cohorts did, and given birth cohorts did not move away from self‐expression 
values toward survival values as they aged from 1980 to 2000. Throughout this period, 
younger birth cohorts continued to place more emphasis on self‐expression values than 
older ones. And although each of the birth cohorts aged by twenty years during the peri
od covered by the Values surveys, none of them placed less emphasis on self‐expression 
in 2000 than it did in 1981—as would have happened if these age differences reflected 
life‐cycle effects.

If people's values are indeed shifting from materialist to postmaterialist priorities, the im
plications are far‐reaching. The main axis of political conflict should gradually shift from 
class‐based issues such as income redistribution and state ownership of industry, toward 
increasing emphasis on quality of life issues. New types of political movements (p. 236)

and parties should emerge to champion these issues. And social class voting should 
erode, as the constituency supporting change shifts from its traditional working base to 
include postmaterialists from relatively secure middle‐class backgrounds.

As predicted, social class voting has declined in most advanced industrial societies; in the 
last two US presidential elections, for example, the vote polarized much more strongly on 
lifestyle issues such as abortion and same‐sex marriage than on social class, which had 
declined to the point where it had very little impact on voting.

The impact of changing values goes far beyond these changes in electoral behavior. The 
central issues of political conflict have shifted, with the rise of environmentalist move
ments, the women's movement, gay liberation, and other lifestyle movements. As Berry 
(1999) argues, postmaterialist values are motivating consumer, environmental, civil 
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rights, and civil liberties groups to mount an increasingly effective challenge to corporate 
power. As Nevitte (1996) demonstrates, the rise of postmaterialist values is producing 
less deferential, increasingly elite‐challenging publics. And as Gibson and Duch (1994)
show, emerging postmaterialist values played a key role in the emergence and survival of 
democracy in the Soviet Union. Materialist/postmaterialist values are just one indicator of 
a much broader cultural shift from survival values to self‐expression values that is bring
ing changing values concerning gender roles, sexual orientation, work, religion, and 
child‐rearing.

One particularly important and non‐obvious aspect of these values is their close linkage 
with the rise of gender equality. In the post‐industrial phase of development, a trend to
wards gender equality becomes a central aspect of modernization (Inglehart and Norris 
2003, 29–48). This transformation of established gender roles is linked with rising self‐ex
pression values, bringing increasing tolerance of human diversity and anti‐discrimination 
movements on many fronts. This shift reflects the degree to which societal conditions al
low people to develop their potential for choice (Anand and Sen 2000). Even today, 
women are confronted with societal disadvantages that make it more difficult for them 
than for men to develop their talents in careers outside the household. They have been 
socialized to accept these role limitations until very recently in history.

But history has recently taken a fundamentally new direction. In post‐industrial societies, 
women no longer accept their traditional role limitations, and female empowerment has 
moved to a high place on the political agenda. Gender equality has become a central ele
ment in the definition of human development, for it is an essential aspect of human equal
ity, like civil and political liberties and human rights. Never before in the history of civi
lization have women enjoyed more equality and more freedom in choosing their educa
tion, their careers, their partners, and their lifestyles than in contemporary post‐industri
al societies. This change is recent. Although it can be traced back to the introduction of 
female suffrage in some countries after the First World War, female empowerment only 
recently became a pervasive trend. It is reflected in a massive tendency toward increas
ing female representation in national parliaments and in a shift towards gender equality 
that is closely linked with the rising emphasis on self‐expression values.
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Fig. 12.3  Emphasis on self‐expression values and the 
scope of gender empowerment

The United Nations Development Program has developed a “gender empowerment mea
sure” that taps female representation in parliaments, in management positions and 

(p. 237) in administrative functions as well as gender equality in salaries. As Figure 12.3
demonstrates, emphasis on self‐expression values (correlated at the r =.82 level with 
postmaterialist values) is strongly linked with the extent to which a given society actually 
approaches gender equality in political and social life.

As Inglehart and Welzel (2005) demonstrate, another major consequence of the shift to
ward postmaterialist values, and the broader shift toward self‐expression values is con
ducive to good governance and the spread and flourishing of democratic institutions.

5 Conclusion
Intergenerational value changes reflect historic changes in a society's existential condi
tions. Far from being universal, these changes are found only in societies in which the 
younger generations have experienced substantially different formative conditions from 
those that shaped older generations.

(p. 238)

Cohort analysis and intergenerational comparisons indicate that we are witnessing a 
gradual process of intergenerational value change linked with socioeconomic develop
ment, reflecting the fact that increasingly favorable existential conditions tend to make 
people less dependent on religion, and lead them to place increasing emphasis on self‐ex
pression. These findings reinforce the evidence that demonstrated that the publics of rich 
societies are much more likely to emphasize secular‐rational values and self‐expression 
values, than are the publics of low‐income societies. A huge body of evidence, analyzed by 
three different approaches— (1) comparisons of rich and poor countries; (2) generational 
comparisons; and (3) time‐series evidence from the past two decades—all points to the 



Postmaterialist Values and the Shift from Survival to Self‐Expression Values

Page 18 of 21

conclusion that major cultural changes are occurring, and they reflect a process of inter
generational change, linked with rising levels of existential security.
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Abstract and Keywords

This article discusses the clash of values across civilizations and presents some illustra
tive examples of how key value dimensions compare across global regions. Seven sub
stantive topics are discussed in this article, namely: happiness, the basic value configura
tion of the world, the role of government, globalization and confidence in democratic in
stitutions, social capital, regional identity, and religiosity.
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SHORTLY after the end of the Cold War, Francis Fukuyama (1997) published his influen
tial book, The End of History and the Last Man. He argued that the competition between 
capitalist democracy and socialist dictatorship ended with the victory of the former. Thus, 
history has ended in a single capitalist, democratic model. Supporting this point, the num
ber of democracies has steadily increased since the 1970s. In December 2005, Freedom 
House (2005) reported that the number of democracies had grown to 122 with three new 
entrants, Burundi, Liberia, and Central Africa added to the list.

Similarly, economic development has continued. In 1992, O'Brien (1992) argued that fi
nancial services have been globally integrated due to the dramatic progress in computer 
technology that enables instantaneous financial transactions wherever one is located. In
deed, the amount of trade has been steadily rising for years. Especially noteworthy is the 
astronomical increase in currency trading since 1985 when the G5 countries (France, 
West Germany, Japan, the United States, and the United Kingdom) concluded the Plaza 
Accord. Prior to 1985, the amount of trade in goods and services surpassed the amount of 
trade in currency. Since 1986, currency trading has become 50 to 100 times as large as 
the trade in goods and services.

(p. 241)
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Worldwide democratization and financial integration illustrate the gigantic transforma
tions of the past several decades (Held et al. 2003). Citizen values also reflect these soci
etal changes. By values, I mean a set of preferred beliefs and norms, principles and prac
tices deemed important by individual citizens. It is normal that the values held by citizens 
differ from one person to another. One thesis holds that these trends in democratization 
and economic development converge in a single model of the development of human val
ues (see the chapters by Inglehart and Welzel, for example).

The counter position to the convergence argument is Samuel Huntington's (1996)
provocative Clash of Civilizations thesis. When such factors as history, religion, language, 
and other cultural differences play a prominent role in value formation, they produce 
what Huntington calls the clash of civilizations. Huntington argues that some distinctive 
civilizations have developed sufficiently tightly knit and tenaciously held beliefs and 
norms that some of these sets are inherently incompatible with each other. Assuming the 
decomposability of those civilizational entities, he further argues that the Islamic and Chi
nese civilizations are more likely to pose difficult moments when the Atlantic civilization 
of the West finds it difficult to tolerate and accommodate.

Needless to say, I am not presupposing that there is a clash of civilizations as Huntington 
(1996) has argued. Instead, I present some illustrative examples of how key value dimen
sions compare across global regions, which seem to have civilizational colorings in ap
pearance and by implications. By civilization, I mean a subset of the humankind that 
forms a long endurable set of similarly waving and synergistically vibrating brains and 
hearts. For the sake of simplicity, I do not use the term subcivilization to refer to entities, 
such as Islamic nations or Christian nations, but I use the term civilizations to refer to 
such subgroupings as well.

The substantive topics used in this chapter follow what Jean Blondel and Takashi Inoguchi 
(2006) state are the key dimensions of citizens' political culture: identity, trust, and satis
faction. “Political culture” refers to a set of beliefs and norms, principles, and practices 
that are political, that is, those pertaining to authority and coercion, and freedom. By 
identity, I mean something that one voluntarily uses to represent oneself symbolically. 
Trust involves the degree of confidence placed in and comfort attached to persons and in
stitutions. By satisfaction, I mean the degree of gratification one gets from the state of af
fairs, be they income, life, health, marriage, the environment, politics, or neighborhood.

I conceptualize identity, trust, and satisfaction as integral to citizens' political culture. My 
point is perhaps understood more clearly once these three components are related to po
litical regimes. Identity, trust, and satisfaction at the level of regimes are called identity, 
legitimacy, and efficacy, as exemplified in the democracy literature by authors such as 

Lipset (1981), Dahl (2000), and Pye (1988). Moreover, these dimensions overlap with 
many of the value factors that Huntington cited in his clash of civilizations hypothesis.

Because identity, trust, and satisfaction are integral parts of citizens' political culture and 
because political culture constitutes one of the core pillars of (p. 242) civilizations, I orga
nize the substantive topics in this chapter accordingly. They are (a) the basic value config
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uration of the world, (b) religiosity, (c) regional identity, (d) social capital, (e) the role of 
government, (f) globalization and confidence in democratic institutions, and (g) happi
ness.

1 The Basic Value Configuration of the World
Based on the World Value Surveys, Inglehart and Welzel (2005) have put forward one of 
the boldest representations of the macro‐pattern of human values (also see Inglehart 
chapter and Welzel chapter in this Handbook). They use the World Values Survey, which 
spans the last three decades, to identify two key dimensions of values: (1) survival versus 
self‐expression and (2) traditionalism versus secularism. Survival means the preoccupa
tion about physical, sociological, and psychological security in its structural and acute 
forms. Survival values are preferred primarily in nations with low per capita income or 
where economic developmental momentum has not yet dissipated. This survival preoccu
pation is sometimes called materialism. Self‐expression means the preference to not sup
press the desires of heart and mind, body and brain. The emphasis on self‐expression is 
sometimes called postmaterialism. Self‐expressive values are preferred largely in those 
nations with high per capita income.

Traditionalism means the adherence to principles and practices that are taken for grant
ed and routinized in society. Secularism means the separation of the sacred from the 
sphere of public domain. It means both religious freedom to individuals and the non‐con
tagion of religion within the public space of society. These two key dimensions are de
rived from analyses of a large set of questions about values taken from approximately six
ty societies around the world. These two dimensions tell us that the basic configuration of 
values is the competition between survival values and self‐expressive values and the com
petition between traditionalism and secularism.1

In terms of crude geographical demarcation, Africa, the Middle East, South and Central 
Asia, the Caribbean and South America, and central and eastern Europe are trying to de
velop beyond survival values, whereas western Europe, the developed nations of East 
Asia, and North America are pulled toward self‐expressive values. The first key dimension 
of values approximately divides between the South and the North, the developing versus 
the developed world. Along the second dimension lies one group that consists of Africa, 
the Americas, and most of the rest of the world with the exception of western Europe and 
East Asia that constitute the other (p. 243) group in this dimension of values. In other 
words, west Europeans and maritime East Asians remain solidly secular and rational and 
increasingly self‐expressive, whereas Americans remain more traditional in making reli
gion more salient. Yet Americans are self‐expressive. This does not vindicate the validity 
of the clash of civilizations thesis as Huntington (1996) claims. Rather west Europeans, 
maritime East Asians, and North Americans show a convergence of values on the first di
mension.



Clash of Values across Civilizations

Page 4 of 21

Another striking feature in the Inglehart and Welzel world map is that the United States 
is a mild outlier among the other advanced industrial democracies. The United States has 
a large percentage of population who possess a high level of religiosity and those who are 
preoccupied with daily survival in comparison to the other G8 countries. Western Euro
peans and East Asians are far less religious and increasingly are more concerned with 
lifestyle, a pursuit that goes beyond daily survival. One illustration of the schism between 
Americans and west Europeans is their divergence on how to conceive international law 
in terms of the use of force and universal norms such as human rights (Isernia 2001) in 
the lead up to the Iraq War of 2003.

American fundamentalism and unilateralism are the two phrases applied to these visibly 
outlying features of Americans in the developed world. Thus, what Huntington (1996)
calls the Atlantic civilization reveals an Atlantic schism a decade after the Clash of Civi
lizations was published. The Atlantic schism remains essentially unresolved even after the 
Iraq War of 2003, leaving the Atlantic relations like a frosty marriage.

2 Multidimensional Religiosity
Since Karl Marx called religion the opium of the masses and Max Weber hailed the Entza
uberung a step toward secularization and rationalization, two landmarks of modernity, 
most social scientists have played down the role of religion in discussions of the public 
space as distinguished from private space. Social scientists have long neglected the rela
tionship of religion with politics, and this topic has been recently addressed by a number 
of important studies (Norris and Inglehart 2004; Jelen and Wilcox 2002; Varshney 2002; 
Lijphart 1979).

Steven Reed (2006) presented an iconoclastic study that tried to remedy what is called 
the western‐centric and Christian‐centric bias in this area of research. For instance, the 
World Values Survey asks: “How important is God in your life?” The survey also asks: 
“Apart from weddings, funerals, and christenings, how often do you attend religious ser
vices?” Reed (2006) instead uses the AsiaBarometer Survey that asks the following ques
tions: “How often do you pray or mediate?” and “Which of the following activities do you 
think a religious person or group should be involved in?” Clearly, the latter questions at
tempt to be free from western and Christian biases often identified in many survey ques
tions. Reed reaches two remarkable findings. First, traditions across religions are not so 
different from one another that they (p. 244) cannot be fruitfully compared. This makes 
these more neutral questions very attractive for cross‐cultural comparisons. The Asi
aBarometer Survey of 2005 studied fourteen countries in South and Central Asia, and 
many of these countries include a good number of Muslims, Hindus, Buddhists (Ma
hayana and Hinayana), Christians (Catholic and other Christians), and a small number of 
believers from other religions. These religious groups are productively compared with re
markable eye‐opening findings. Huber (2005) analyzed the link between beliefs and deci
sions to participate in religious services to see whether religious groups influence social 
policy in such areas as abortion.
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Second, religiosity is not a unidimensional phenomenon; Reed (2006) examined two di
mensions of private piety and community participation. As soon as we view religiosity as 
multidimensional, the time‐honored distinction between secularization and sacralization 
must be questioned. The (clashing) values across multiple civilizations appears precisely 
because Asia contains many major civilizations: Christian, Islamic, Hindu, Buddhist, and 
Confucian that have different expressions of their religious traditions.

This subject of multidimensional religiosity is a new subject. New angles have been raised 
and new survey data based on such new angles await more in‐depth analysis. Only with 
such new data and new in‐depth analysis can one discuss the implications of the clash of 
civilization thesis. Yet with even a meager amount of the current data, one can get the im
pression that the clash of civilization thesis is overexaggerated.

3 Forging Regional Identity
Another way in which civilization lines might be defined is by identification with a region 
or a civilization. By identity, I mean something that respondents use to represent them
selves symbolically. National identity is an identity based on nationality. Regional identity 
is derived from attachments to a larger region beyond the nation‐state that might reflect 
an attachment to a civilization as “Asian,” “European,” or “Islamic.” Even without value 
differences, identities can differentiate regions and their publics.

For instance, European integrationists have made the inculcation of a European identity a 
priority since 1945 (Sinnott and Niedermayer 1995). Similarly, researchers examining 
East Asian integration often think about Asian identity. In other words, how much do citi
zens value national identity versus transnational identities? In building a sense of region
al community, one needs to develop a sufficiently strong sense of identity to a regional 
community that includes shared interests, common institutions, and a joint shouldering of 
risks and burdens.2 Huntington's clash of (p. 245) civilization thesis makes conflicting 
statements about such geographic identities. At one point, the loss of national attach
ments is a cause of concern, at another point the development of cross‐national regional 
identities is a source of concern.

Certainly, the clearest example of the development of regional identities has been Eu
rope, and specifically the member states of the European Union. Eichenberg and Dalton 
(1993) examined public support for regional integration in Europe in terms of economic 
performance, political salience, and role in international relations. Noteworthy is their 
use of pooled cross‐sectional and time‐series analysis (also see Eichenberg in this volume;
Gabel 1998). Sinnott and Niedermayer (1995) focused on policy, subsidiary, and legitima
cy to measure regional identities that accommodate internationalized governance in Eu
rope. Rosamond (1999) examined the impact of globalization on nurturing European iden
tities. The consensus of this research is that new regional attachments are developing 
among west European publics because of the European integration process.
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With an eye to wider European integration, east Europeans focus on democratic identity. 
Instead of focusing on ethnic, religious, or some other identities, empirical research also 
focuses on democratic identity, which is a prerequisite for accession to the European 
Union (Klingemann and Hofferbert 1999; Berglund 2003). Richard Rose and his asso
ciates (New Democracies Barometer and New Europe Barometer) have shown that the 
question “reject all the non‐democratic alternatives” most clearly reveals the support for 
regime principles (Berglund 2003). Klingemann and Hofferbert (1999) have shown that, 
to reveal democratic satisfaction, the estimate of the conditions of individual human 
rights is the best indicator. In Central Asia, the issue of identities is unsettling. While eth
nic and clan‐based identities are clearly strong and distrust among different groups pose 
formidable barriers, state‐building efforts have not been proceeding smoothly in a democ
ratic fashion. Thus, calls for unitary state‐building efforts and democratizing efforts do 
not seem to go together in the same direction (Collins 2006; Kasenova 2006).

Surprisingly, the AsiaBarometer Surveys indicate that some regional identities also exist 
in Asia (Inoguchi et al. 2005, 2006). In most of the ASEAN Plus Three countries, “Asian” 
identities are not weak. Cambodia and the Philippines are the most regionalist, judging 
from the large percentage of the respondents who choose the “Asian” option to the identi
ty question (see note 2) in both countries. This regional identity is dismally weak in China 
(5%), India (15%), and Japan (26%). In between are those areas heavily inhabited by Mus
lim and ethnic Chinese populations: Indonesia, India, and Malaysia. Ethnic Chinese popu
lations are also in China and Taiwan (of course) and Singapore and Malaysia. If one 
thinks about the sixteen countries that participated in the East Asian Summit Declaration 
in December 2005, this picture does not change because India's regional identity is the 
weakest of the three big countries. In general, pan‐Asian regional identities are modest 
among Asian publics.

(p. 246)

The three major countries in the region—India, China, and Japan—differ in their reasons 
for a weak regional identity. India tends to think that regional governance is India's task 
along with some regional organizations such as the South Asian Regional Cooperation fo
rum. It is a bit like the United States thinking that global governance is the task of the 
United States and that the United States is the world's government (Mandelbaum 2006). 
China tends to think that the ASEAN Plus Three, with the exception of Japan, are more or 
less “respectful” to China and its rise. Thus, China seems to envisage its traditional tribu
tary system as restored.3 In the case of Japan, it is ambivalent about Asia. It is a bit like 
Britain and its relationship to the European continent. Both view the continent as a 
source of troubles and headaches, and believe that some distance is the most healthy ap
proach, although functional interactions and friendly relations are of the utmost impor
tance. Thus, the Japanese tend to think first as an industrial democracy of the G8 and a 
good ally of the United States and only secondarily as a country of Asia in Asia. Reflective 
of the weak regional identity of the Japanese is their “don't know” response to the region
al question that registers a high of 30 percent.
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The other two Oceanic countries, Australia and New Zealand, do not place much empha
sis on an Asian identity. Even though their populations of Asian origins are on the slow in
crease, these nations do not discuss their multicultural heritages. In the previous Keating‐
led Labour administration, Australia was viewed as part of Asia, but in the current 
Howard‐led Conservative administration, the dominant view is that Australia is not part of 
Asia in terms of civilization, although functionally it is in terms of mining, services, and 
other Australian niches. New Zealand more or less concurs with Australia, although its 
niches in Asia are different.

Regional identities in other parts of the world have not been examined as closely as they 
have in Europe. However, the Latinobarometer found that, shortly after their launching in 
1995, all the regional groups for economic integration—the NAFTA, the Andean Pact, and 
Mercosur—had a good degree of awareness among the population of Latin America (Lati
nobarometer 1997). The presupposition underlying the survey on regional economic inte
gration does not have much to do with identity. Yet a decade‐long deepening of globaliza
tion has ironically prompted many Latin American countries to the identity issue through 
populist agitations and protectionist temptations like Venezuela, Bolivia, Brazil, and Chile.

In summary, Huntington was worried about the development of strong regional/civiliza
tional blocs that would structure world politics in this century. He was especially con
cerned about the emergence of such regional blocs in the developing world. Ironically, 
the strongest evidence of such regional identities occurs within the European Union. The 
existence of such regional identities outside of the European (p. 247) Union is still limited, 
and the long and extensive process that was required to develop such transnational iden
tities in Europe suggests that such regional identities will be slow to develop in other 
global regions.

4 Civilizational Divides in Social Capital
Another possible civilization variable is the concept of social capital. Dietlind Stolle (in 
this volume) examines three major definitions of social capital: Coleman's (1990) 
“structure of relations between persons and among persons,” Nan Lin's (2001) definition 
as “an investment in social relations with an expected return in the marketplace,” and 

Robert Putnam's (1993, 2000a) “norms of generalized reciprocity, trust and networks of 
civic engagement” horizontally organized. Central to all three definitions is the concept of 
trust in others as a key element of social relations.

Francis Fukuyama (1997) foresaw that the primary divide in the contemporary world 
would be between high‐trust and low‐trust societies. Because capitalist democracy has 
become the increasingly universal and global way to organize human activities, attention 
would focus on how to conduct global economic and political management in a capitalist 
democratic fashion. In capitalist business transactions as well as democratic political 
games, high trust makes an enormous difference. If trust is high, business transactions 
are more certain, faster, and less costly. If trust is low, business transactions are more un
certain, slower, and more costly. Similarly, if trust is high in democratic politics, the 
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games of politics are more calmly deliberated, more pragmatically conducted, and more 
rationally managed. If trust is low in democratic politics, politics are less calmly deliberat
ed, more confrontationally conducted, and less rationally managed. The divide grows as 
global capitalist integration deepens. Moreover, the divide expands as democratic diffu
sion prevails over the globe.

Fukuyama predicted that high‐trust societies would produce more wealth and sustain 
deeper democracy over the longer term. In his scheme of things, the United States, 
Britain, and Japan belong to the former type, whereas China, France, and Russia belong 
to the latter type. The former produces capitalism of a higher order, whereas the latter 
produces capitalism of a lower order. To illustrate why Japan is of high trust and China is 
of low trust, Fukuyama looked at the way that sons are adopted in Japanese and Chinese 
families. What would people do if their children were all female and they owned a busi
ness? The Japanese are more inclined to choose an adopted son from those they employ 
in their business, whereas Chinese business families are more inclined to stick to the 
bloodline. Fukuyama's reasoning is that the Japanese are of less narrow trust, whereas 
Chinese companies are of more narrow trust. Japanese families are less tightly organized 
but more pragmatically extendable by placing confidence in those chosen employees from 
one's own business company.

(p. 248)

Global data from the World Values Survey paints a different picture of social trust. New
ton (in this volume) shows that a simple East/West or North/South divide does not fully 
describe cross‐national patterns of social trust. For instance, in contrast to Fukuyama's 
claim, social trust is high in China and Vietnam, and lower in some west European na
tions. Social trust is also noticeably lower in most east European nations or less devel
oped African nations. In global terms, however, a clear positive relationship exists be
tween levels of social trust and political or economic development.

Yamagishi (1998) put forward another divide in terms of bonding and bridging social capi
tal. His cross‐cultural experimental scheme contrasted how Americans and Japanese in
teract in the context of the prisoner's dilemma in order to see how players trust or dis
trust their respective adversary. By bonding social capital, he meant that social capital ce
ments trust already there in terms of sociological and other attributes such as a common 
school tie or a shared lineage link. By bridging social capital, he meant that social capital 
forges trust and builds confidence among those who encounter each other for the first 
time. Yamagishi found that Americans tend to be social capital bridgers, whereas the 
Japanese tend to be social capital bonders. In other words, Americans use initial encoun
ters with strangers to bring them into their expanding networks, whereas Japanese use 
initial encounters with strangers to determine whether they belong to a similar social cir
cle and to consolidate the bond. Putnam (1997) also contrasted Americans and Japanese 
by characterizing the key features of their social capital. American social capital is gener
ally non‐discriminately friendly at the first stage with the potential for deeper ties devel
oping after a face‐to‐face meeting. In a good contrast, Japanese social capital tends to be 
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generally discriminately friendly at the first stage, followed by attempts to cement deeper 
trust if social attributes converge. Putnam describes American social capital as general 
and broad, whereas Japanese social capital is particularistic and narrow.

In an Asian context, Inoguchi (2005a) used the AsiaBarometer Survey to demonstrate that 
social capital is conceptualized along the three dimensions of interpersonal relationship, 
merit‐based utility, and system‐linked harmony (cf. Pye 1988). It is interesting that Asia 
has generated and accommodated five of the eight civilizations that Huntington identi
fied, that is, Islamic, Hindu, Chinese, Japanese, and Christian. By focusing on Asia alone, 
it is possible to fruitfully discuss the potential clash of values within and across civiliza
tions. No less importantly, when social capital is linked with different sets of values, this 
can create instances of incongruence and disharmony when these societies have transac
tions and interactions. First, being sociable and trustful is an indispensable component of 
social capital. It concerns whether people are good‐natured or bad‐natured. Second, so
cial capital is closely tied to how much benefit is expected when you trust someone with 
whom you share a certain amount of risk. It is based on merit. It is utilitarian. Third, so
cial capital is broadly embedded with the social system. It needs to have a similar wave
length with the ideological, institutional, and cultural framework of the social system. 
Along these three dimensions, Asian civic cultures are clustered in terms of quasi‐civiliza
tional landmarks, namely, (a) Japan and Korea; (b) Sri Lanka, India, Uzbekistan, and 
Myanmar; (c) Malaysia and Singapore; (d) China and Vietnam; and (e) the (p. 249) Philip
pines and Thailand. The first cluster is Confucian developmental capitalist. The second 
cluster is former British colonialist‐cum‐Hinayana Buddhist‐Hindu‐Islamic. The third clus
ter is former British colonialist‐cum‐developmental authoritarianist. The fourth cluster is 
Confucian communist‐cum‐capitalist. The fifth is Third‐Wave democracy capitalist. The 
three dimensions are derived from a set of questions on social capital incorporated in the 
2003 AsiaBarometer Survey (Inoguchi et al. 2005).

In summary, there is a remarkable clustering of civic cultures based on social‐capital‐re
lated questions in the AsiaBarometer Survey. On this level, at least, it appears that civi
lization patterns may be evident.

5 The Atlantic Schism in the Role of Govern
ment
Gosta Esping‐Anderson (1990) has paradigmatically identified different worlds among ad
vanced capitalist democracies in terms of the different values attached to the role of gov
ernment. He identified three ideological camps: social democratic (Nordic), conservative 
(continental Europe and Japan), and liberal (Great Britain and the United States). Borre 
and Scarborough (1995) found similar patterns across west European democracies. Al
though these differences are not quite across civilizations, they have civilizational color
ings. After all, capitalism has many civilizational origins even among what Huntington 
terms the Atlantic civilization.
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The role citizens assign to the government in the three public policy areas—old age pen
sions, health benefits, and unemployment insurance—roughly parallels the Atlantic 
schism as revealed by more recent opinions toward America's war against Iraq. Using 
three survey sources—the World Values Survey, the Eurobarometer Survey, and the Inter
national Social Survey Program—Mehrtens (2005) confirmed the value foundations of the 
three capitalisms of Esping‐Anderson. He concluded that the public opinion bases of the 
three capitalisms are mildly strong, particularly between the first two ideological camps 
of the social democrats and the conservatives (including Japan) and the third camp, the 
liberals (Australia, Canada, Ireland, New Zealand, Great Britain, and the United States).

Broadening the scope of examination of welfare state attitudes, Staffan Kumlin (in this 
volume) identifies three areas that promise deeper analysis of welfare state attitudes, 
that is, general political values, specific policy preferences, and performance evaluations. 
An impressive list of findings about them has been presented with such factors as social 
class, self‐interest, social justice, and policy feedback causally linked to welfare state atti
tudes as found mostly in western industrial democracies.

There is less evidence on public opinion toward the role of government outside the west
ern democracies. In comparing nine countries in western Europe and nine (p. 250) coun
tries in East and Southeast Asia, Inoguchi and Wilson (forthcoming) find that Asians ex
pect the government to play strong roles in the provision of welfare and employment just 
like Europeans and that Asians are no less inclined to give priority to economic growth at 
the expense of the environment.

In sum, the question of whether there are clear regional/civilizational differences in these 
orientations toward government must be answered with the combination of strong empir
ical evidence and mild skepticism of some of the clichés such as Asian values.

6 Globalization and Confidence in Democracy
Democracy, in general, and confidence in democracy, in particular, have been discussed 
and examined primarily in the context of nation‐states at the domestic level (Klingemann 
and Fuchs 1997; Klingemann 1999; Norris 1999, 2002; and Dalton 2004; see Shin in this 
volume). However, the momentous tide of globalization (Held et al. 2003) has introduced 
a new dimension to democracy research, and support for democracy represents a basic 
cultural divide in Huntington's model.

The deepening of globalization seems to affect how researchers conceptualize democracy. 
Globalization fragments the national economy throughout the world. Those units with 
competitive niches rise whereas those units without such niches decline. All the former 
unite. Globalization reintegrates those units with competitive niches (Rosenau 2003). The 
fragmenting effects on democratic governance have led some, such as Guehennot (1999), 
to argue that globalization undermines the foundation of democracy by fragmenting the 
national electorates and bringing external global market forces to bear on how territorial
ly bounded democracy functions. Guehennot has gone so far as to declare that democracy 
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will end, hence his title, La Fin de la democratie. Comparing the democratic choice lead
ers made out of authoritarianism in Latin America in earlier times and more recently, 
O'Donnell and Schmitter (1986) argued that the sound assessment and judgment of lead
ers of democratization make a difference.

This mode of explanation sounds very much like that of rational choice theory. Its key 
words are uncertainty, choice, and key individual actors. O'Donnell and Schmitter claimed 
that instead of focusing on plantation landlords, the military, foreign capital, and the 
working class, the focus should be on the calculus of leaders placed under extraordinary 
uncertainty in judging the prospects for democracy. Their mode of explanation has been 
altered dramatically. In the past, they argued that certain socioeconomically distin
guished classes represented themselves in choosing the course of the nation whether 
they were the military, the working class, the fledgling national middle class, foreign capi
tal, or the plantation owners. In trying to explain (p. 251) the transition to democracy and 
the subsequent return to authoritarianism and dictatorship, O'Donnell and Schmitter had 
adopted the sociological class explanation. Now, their explanation is the individualistic ra
tional choice explanation.

In contrast, my suspicion focuses on the deepening of globalization, which has made it 
more difficult for authors such as O'Donnell and Schmitter to adhere to Moore's (1966)
model that sees socioeconomic development leading to democratization. This new schol
arly approach is more at ease with the individualistic explanations of Acemoglu and 

Robinson (2005) presumably because the electorates are more atomized into less cohe
sive groups, which weakens and sometimes eliminates traditional class distinctions. In 
other words, one attaches increasingly less value to sociologically defined classes like in
dustrial capitalists, plantation owners, workers, or rentiers.

As long as globalization undermines or sustains democracy and those values democracy 
embodies and enriches, it matters greatly. An empirical question arises: Does globaliza
tion promote democratic consolidation? Alternatively, does globalization reduce the effec
tiveness of democracy? The former argues that with globalization, especially with its in
creased capital mobility, democracy will be consolidated because it reduces the threat of 
the elites. The latter argues, as Guehennot does, that the greater capital mobility reduces 
the scope of collective choice in a democracy.

I formulate (2004) the relationship between globalization and confidence in democratic 
institutions as follows: the primary independent variables affecting the confidence in do
mestic institutions are (1) satisfaction with life and politics; (2) beliefs in civic duties, po
litical apathy, antipathy toward politics and beliefs in free competition, government inter
vention, and government inefficiency; and (3) globalization as experienced in daily life in 
the contexts of the workplace, family and friends, TV news and entertainment, and other 
life experiences. The analyses demonstrated that satisfaction with life and with politics 
and beliefs in politics and the market both affect popular confidence in institutions. Glob
alization as experienced in daily life situations also exerts a significant negative influence 
on popular confidence in institutions. Especially noteworthy is the result that globaliza
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tion tends to undermine the popular confidence in the civil service and the military, the 
two institutions that serve the state. Those who experience the impact of globalization 
through the workplace and the internet have greater confidence in domestic institutions 
such as parliament, law enforcement and the court, and big business. That is, those who 
experience globalization through their workplace and the internet are adapters to global
ization, and are comfortable doing business and appreciate the order and stability main
tained by law enforcement and the courts. In contrast, those who experience globaliza
tion through family and friends, through TV news and entertainment, and through em
ployment tend to look down on the values of domestic institutions.

In general these findings imply that globalization has diverse effects on nations and indi
viduals, depending on how they are linked to the international system. Sometimes global
ization may reinforce trust in national institutions, and, at other times, it will have a nega
tive effect.

(p. 252) 7 In Pursuit of Happiness
John Stuart Mill wrote, “Those only are happy, who have their minds fixed on some object 
other than their own happiness; on the happiness of others, on the improvement of 
mankind, even on some art or pursuit, followed not as a means, but as itself an ideal end. 
Aiming thus at something else, they find happiness by the way” (Mill 1989, 117–18). This 
was a traditional way of looking at happiness before the Enlightenment according to 

McMahon (2006). The important thing was “being good” rather than “feeling good,” but 
this changed with the Enlightenment. Influenced by the Enlightenment, the American 
Founding Fathers made the pursuit of happiness man's “unalienable right.” Perhaps par
tially because of this legacy, Americans are compelled to think in terms of happiness. 
Hirschmann (1970) wrote about two Jewish friends who met each other in New York after 
a long period of not meeting: The one from Germany asked the other living in New York, 
“How are you?” The New Yorker responded, “I am happy; aber bin ich nicht so glueck
lich.” Needless to say, not only the Enlightenment, but also the American exceptionalism 
factor has crept in here (Lipset 1997).

Researchers often raise the question on happiness and its “causes:” Why do some rich 
people tend to be unhappy despite their high income level, whereas some poor people are 
happy in spite of their low income level? Does not a high income make one happy? In ex
amining various surveys on happiness and sometimes a little less elusively satisfaction, 
one often encounters this puzzling question.

In examining the satisfaction level of some Asian countries, Inoguchi and Hotta (2006)
discovered that the higher the level of religiosity the higher satisfaction, ceteris paribus. 
Those countries with high percentages of religious Muslim, Hindu, or Hinayana Buddhist 
populations tend to select the “happy” response, such as India, Uzbekistan, and Myan
mar, somewhat irrespective of other seemingly important factors such as income level. 
Similarly, Inoguchi and Hotta (2006) showed that the higher the per capita income level, 
the lower the level of satisfaction. High‐income countries in Asia—like Japan, South Ko
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rea, Taiwan, Hong Kong, and Singapore—tend to select the “not very happy” response for 
whatever reasons.

This pattern is broadly congruent with the global relationship between GNP per capita 
and survival and well‐being (Inglehart and Welzel 2005 468–9; Veenhoven 2006). It ap
pears that the impact of income on happiness declines as gross national product per capi
ta goes up. Beyond a certain threshold of economic development, lifestyle seems to deter
mine the degree of happiness. In learning from the history of happiness as recounted by 

McMahon (2006), one can only speculate whether religion might not be an opium for the 
masses, as Karl Marx argued some 150 years ago and as Max Weber argued about the 

Entzauberung a century ago. How much this‐worldly value one accords to religion has 
changed the popular conception of happiness dramatically. In tandem with the diminish
ing space of other‐worldly happiness, the popular conception of happiness has become 
more vulnerable to the turbulence of this‐worldly life (cf. Lane 2000).

(p. 253)

One must hasten to note, however, that asking about happiness or satisfaction in an au
thoritarian regime is slightly tricky. When internal security is strict and effective, then re
spondents tend to answer with their personal safety in mind. If the question about happi
ness or satisfaction is taken as an indicator of respondents' satisfaction with the regime, 
then they must play safe. In other words, they tend to express more happiness or satisfac
tion than they truly feel.4 Although this scenario is obvious, it is very important to be re
minded that the response of happiness and satisfaction has a lot to do with the degree of 
freedom the regime accords to a society. The AsiaBarometer Survey serves as an ample 
reminder of the need to be alert to this methodological and interpretive pitfall of survey 
data in societies that are not quite liberal nor democratic.5

8 Conclusion
Values held by citizens are inherently diverse. The clash of values is ubiquitous and ob
served across civilizations. The clash of values also results in adaptation through times. 
This chapter has surveyed such a clash of values across civilizations highlighting topics 
such as the cultural map of the world, religiosity, regional identity, social capital, concep
tions on the role of government, globalization and confidence in democratic institutions, 
and happiness, as revealed mostly in survey data.

The above discussion seems to give empirical and conceptual credence to the title of this 
chapter (and its key argument), the clash of values across civilizations—not the clash of 
civilizations. What we have is the human civilization, under which there are subciviliza
tions such as those identified by Huntington (1996). Furthermore, such subcivilizations do 
not necessarily clash with each other. The clash takes place at the individual level. When 
not properly combined nor serendipitously contextualized, some values give rise to the 
enormous degree of incongruence and disharmony. They give the semblance of civiliza
tional clashes. However, certain structural conditions (p. 254) and contingencies need to 
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be identified and examined before we can rush to conclusions about the clash of civiliza
tions.

Nevertheless, a clash of values is empirically identified through survey data. The mildly 
outlying position of the United States among the G8 countries in the Inglehart and Welzel 
cultural map of the world seems to give some credence to the Russian argument that the 
United States is the Neo‐Bolsheviks of the twenty‐first century, exporting democracy and 
free market ideologies to the rest of the world. The links between global forces and west
ernization is a complex topic.

Although the clash‐of‐civilizations literature has focused on religiosity, we have ques
tioned even the existence of these differences. The AsiaBarometer Survey reveals that dif
ferent religions can be effectively compared when questions are correctly formulated, 
and that more comparable patterns across regions appear. Differences exist, but perhaps 
not as dramatic as prior research has suggested.

The evidence on regional identities also tends to weaken the evidence of broad civiliza
tion differences. Regional identities have developed within the European Union. However, 
the potential drivers of community formation in Asia—China, India, and Japan—have citi
zens who tend to be the least regionally oriented in terms of their identities. Regional 
identities are also weak in other parts of the developing world.

A set of social capital questions as asked in the AsiaBarometer Survey has revealed the 
striking divergence of religious, cultural, and different colonial‐historically inculcated 
conceptions of social capital in ten Asian societies. How people accord similar and dissim
ilar roles to the government, especially on social welfare, has some ideological and cultur
al origin among advanced individual democracies, that is, social democratic, conserva
tive, and liberal. How the tide of globalization may alter the map of ideology and policy 
remains to be empirically and vigorously explored. Of all the subjects examined here, re
search has devoted the least attention to how globalization affects citizens' confidence in 
institutions. Asia‐Europe Survey data suggest that globalization slightly decreases the 
confidence in domestic democratic institutions.

Happiness is elusive in the post‐Enlightenment society in which the pursuit of happiness 
in this world is “legitimized” and exposed to the turbulence of this‐worldly life. Those who 
focus on the pursuit of other‐worldly happiness seem to respond to the happiness ques
tions most affirmatively.

In conclusion, it may be appropriate to speculate here about the prospects for a culture 
clash in the future. The culture clash in regional identity may be rising. In tandem with 
the tide of globalization, the drive to regionalize economies has been on the steady rise in 
many parts of the world (Katzenstein 2005). Regional identities have been hampered by 
“big power chauvinism” in regions as well as by both narrower and broader identities. In 
addition, the culture clash in religiosity may be on the rise. As the physical movement of 
people has become more frequent and ubiquitous, the culture clash is increasing because 
people are intermixing more than in the past. At the same time, it seems people, more of
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ten than not, discover some modus operandi about religion and an ensuing clash. The cul
ture clash in social capital may be (p. 255) increasing also. Business transactions have in
creased dramatically, which brings more people into contact. Accordingly, culture clashes 
arise in terms of how business partners and adversaries conceptualize risks. The 
government's role in social policy is increasingly affected by the tide of globalization de
spite the tenacity of historically, culturally, and ideologically held beliefs on the role of 
government. Globalization accelerates the need to make a decision on whether to en
hance social safety nets or not, which is bound to initiate culture clashes as well. The cul
ture clash in confidence in democracy is also on the rise. After all, globalization frag
ments the electorates, organizations, and neighborhoods. Globalization seems to dilute 
the cohesion and efficacy of democracy as organized in the nation‐states. It seems, there
fore, at least in the shorter term to be on the rise. The culture clash in happiness is also 
growing in relation to how one conceptualizes this world and the one after death. As long 
as other‐worldly happiness is retained in one's religious belief, which is often manifested 
in lower‐income societies, one does not bother too much with the turbulence of this‐
worldly life. Hence the often seen paradox of finding that some low‐income societies are 
full of happy people.

After all, public values are like the DNA of world citizens. Even when the clash of values 
is empirically observed, one cannot rush to the conclusion about the clash of civilizations. 
The diversity of values within civilizations is immense. Furthermore, the malleability of 
values cannot be underestimated as scientific research on the long‐term malleability of 
the DNA has shown. In addition, perhaps most importantly, the clash of values across civi
lizations takes place only on the given structure and framework that citizens are placed at 
a certain point in history. Hence, the need is great to be empirically solid and culturally 
and contextually sensitive in carrying out research in the areas I have addressed in this 
chapter.
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Notes:

(*) For the very helpful comments on an earlier draft of this chapter, I thank Matthew 
Carlson, Russell Dalton, Hans‐Dieter Klingemann, and Doh Chull Shin. I am grateful for 
the support from the Ministry of Education, Culture, Sports, Science, and Technology for 
the three grants I received, project numbers 11102001 (1999–2003), 15203005 (2002–
2004), and 17002002 (2005–2009).

(1) Researchers have identified a few other such dimensions as the primordial ones: indi
vidualism versus collectivism (Hofstede 2000), nationalism versus cosmopolitanism, hu
manism versus materialism (Lane 2000), and left versus right (see Mair in this volume).

(2) The identity question asked to respondents in some Asian countries is: “People often 
think about themselves in terms of nationality. If you are asked to think about yourself be
yond such an identity, which would be your choice? (a) Asian, (b) Don't identify with any 
transnational group, (c) Other transnational identity (if yes, please state it), or (d) Don't 
know.”

(3) As early as 1818, Emperor Jiaqing of the Qing dynasty registered that China is associ
ated with two types of countries. The first type called tributary countries included Viet
nam, Korea, and England. The second type called mutually trading countries included the 
Netherlands, France, and Japan (Inoguchi 2005b). King George III of England sent emis
saries laden with gifts to China's Emperor Qianlong in 1793, requesting him to open the 
ports and the country. As understood by the Chinese Emperor, England acknowledged its 
tributary status to China.

(4) The AsiaBarometer Surveys have not had problems conducting surveys in non‐democ
ratic regimes in Asia. Our strategy is simple: If national teams find an unaccomodatable 
question, they delete them but retain the rest. This principle does work. If you ask about 
confidence in institutions in some countries, you might be able to ask the question only 
when you delete a certain number of institutions. For example, in Myanmar the military 
regime is not interested in respondents being asked about their confidence in the mili
tary. Similarly, in Brunei the constitution stipulates that the King is the sole political actor, 
therefore, asking about respondents' confidence in institutions other than the monarch 
would be very awkward. What emerges from the AsiaBarometer Surveys is a clear picture 
of the relationship between freedom and confidence in government. In simple terms, the 
less freedom, the higher the confidence in government, ceteris paribus.
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(5) Gallup international's Ijaz Gilani (2006) seems to be liable to this pitfall in measuring 
democracy score by taking an avarage of percentages of respondents who were positive 
about the following two questions: (1) elections in my country are held freely and fairly 
and (2) the rule in my country is by the will of the people.

Takashi Inoguchi

Takashi Inoguchi is Professor Emeritus, University of Tokyo and Professor of Political 
Science, Chuo University, Tokyo.
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Abstract and Keywords

This article presents an analysis that highlights the regional differences in institutional 
and cultural dynamics, by comparing the reactions of citizens to democratic change 
across these regions. It explains the notion of democratization and also clarifies several 
key conceptual issues. It studies the evolution of the current wave of global democratiza
tion, which was popularized by Huntington as a third wave. How citizen involvement in 
democratic regime change has affected the survival and growth of new democracies is al
so examined. The article also presents comparisons of the levels of popular demands for 
and institutional supplies of democracy, and the breadth, strength, and depth of popular 
commitment to democracy.

Keywords: institutional dynamics, cultural dynamics, democratic change, democratization, citizen involvement, de
mocratic regime change, popular demands, institutional supplies of democracy, popular commitment

WE live in a monumental era for the advancement of democracy. Invented so long ago in 
ancient Greece, democracy has spread around the globe for the first time ever during the 
past three decades. In all regions of the globe, democracy has emerged as the political 
system most preferred by the mass citizenry (Gallup‐International 2005). Even economi
cally poor and culturally traditional societies, once viewed as inhospitable to democratic 
development now demand that free elections and other democratic institutions supplant 
undemocratic or personal forms of rule (Karatnycky and Ackerman 2005). Growing de
mands from ordinary citizens along with increased pressures and inducements from inter
national communities have made democratization a global phenomenon (Carothers 1999).

This phenomenon has given scholars and policy makers new insights into what consti
tutes a functional democracy. A political system can become institutionally democratic 
with the installation of competitive elections and multiple political (p. 260) parties. These 
institutions alone, however, do not make a fully functioning democratic political system. 
As Rose and his associates (1998, 8) aptly point out, these institutions constitute nothing 
more than “the hardware” of representative democracy. To operate the institutional hard
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ware, a democratic political system requires the “software” that is congruent with the 
various hardware components (Almond and Verba 1963; Eckstein 1966). Both the scholar
ly community and policy circles widely recognize that what ordinary citizens think about 
democracy and its institutions is a key component of such software. Many experts, there
fore, regard the mass citizenry's unconditional embrace of democracy as “the only game 
in town” as the hallmark of democratic consolidation (Bratton and Mattes 2001; Diamond 
1999; Linz 1990; Rose 2001).

This chapter seeks to unravel the perspectives of ordinary citizens as they experience the 
introduction of democracy to their daily lives. How do these citizens take part in the 
process of transforming authoritarian rule into democracy? Does their active participa
tion in this process contribute to the survival and growth of their new democratic regime? 
How broadly and deeply do they support democracy as both a political ideal and a reali
ty? How does their level of support or demand for democracy compare with the level its 
institutions supply? Empirically, this chapter addresses these and related questions with 
accumulations of factual and public opinion data. Key sources are Freedom House and 
four regional barometer projects monitoring democratization in Africa, East Asia, Latin 
America, and New Europe. Our analysis highlights regional differences in institutional 
and cultural dynamics by comparing citizens' reactions to democratic change across 
these regions.

First this chapter explicates the notion of democratization and clarifies a number of key 
conceptual issues. Next it examines the evolution of the current wave of global democra
tization, which Huntington (1991) popularized as the third wave. Thirdly, it examines how 
citizen involvement in democratic regime change has affected the survival and growth of 
new democracies. Next comes the large part of the chapter, which compares, interregion
ally, the breadth, strength, depth of popular commitment to democracy by considering 
both pro‐democratic and anti‐authoritarian orientations among mass citizenries. Finally, 
the chapter compares the levels of popular demands for and institutional supplies of 
democracy, and explores the problems of and prospects for the democratic consolidation 
of countries currently in transition.

1 The Notion of Democratization
What constitutes democratization? In general, it refers to the movement to democracy. 
The existing literature on third‐wave democracies generally agrees that democratization 
is a highly complex transformation involving a political system and its citizens. (Boix and 
Stokes 2003; Bunce 2000, 2003; Doorenspleet 2000; Geddes (p. 261) 1999; Karl 2005; Mc
Faul 2002; Rose and Shin 2001; Shin 1994). Specifically, it refers to the process of trans
forming an authoritarian political system into a democratic system in which people influ
ence government and government responds positively to their demands. The phenome
non, therefore, has multiple dimensions as democracy competes with its alternatives. The 
process of democratization has many stages with several analytically distinct steps that 
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are empirically overlapping. The process also has multi‐directions because one step of de
mocratic development does not necessarily lead to a particular higher stage.

In the logic of causal sequence, the stages of democratization may run from the decay 
and disintegration of an old authoritarian regime and the emergence of a new democratic 
system, through the consolidation of that democratic regime, to its maturity (Dahl 1971; 
Shin 1994). In reality, however, the process of democratization has often failed to advance 
sequentially from the first to the last stage. As Puddington and Piano (2005) and Marshall 
and Gurr (2005) have documented, some new democracies disappear soon after they 
emerge, while others erode as much as they consolidate. As a result, many new democra
cies remain less than fully democratic even decades after the establishment of democrat
ic institutions. For this reason, they are variously described as electoral, incomplete, illib
eral, broken‐back, or delegative democracies or the mixed or hybrid regimes of competi
tive authoritarianism, fleckless pluralism, or dominant power politics (Carothers 2002; Di
amond 1999, 2002; Levitsky and Way 2002; O'Donnell 1994; Rose and Shin 2001; Zakaria 
2003).

The same literature views democratization as a multifaceted phenomenon. Institutionally, 
it involves a transition from authoritarian rule to a political system that allows ordinary 
citizens to participate on a regular basis and compete in the election of political leaders. 
Substantively, it involves a process in which electoral and other institutions consolidate 
and become increasingly responsive to the preferences of the citizenry. Culturally, it is a 
process in which ordinary citizens dissociate themselves from the values and practices of 
authoritarian politics and embrace democracy as “the only game in town.” As Dahl 
(2000), Karl (2000), and Linz and Stepan (1996) note, the process of democratizing a po
litical system involves much more than the installation of representative institutions and 
promulgation of a democratic constitution.

Democratization is a multi‐level phenomenon; on one level, the transformation must take 
place in individual citizens, and on another level, it must take place in the political regime 
that rules them. At the regime level, democratization refers to the extent to which author
itarian structures and procedures transform into democratic ones, and in the process, be
come responsive and accountable to the preferences of the mass citizenry (Dahl 1971; 
UNDP 2005). At the citizenry level, the extent to which average citizens detach them
selves from the virtues of authoritarianism and become convinced of democracy's superi
ority constitutes democratic change.

Finally, we shall view democratization as a dynamic process of ongoing interactions be
tween individual citizens and institutions of their democratic regime. Congruence theory 
suggests that the more the current institutional supply of democracy exceeds what citi
zens demand, the less likely democracy is to expand. (p. 262) Conversely, the more cultur
al demand for democracy exceeds what institutions supply, the more likely is democracy 
to advance. When the institutional supply meets cultural demand, further democratiza
tion is unlikely (Inglehart and Welzel 2005; Mattes and Bratton 2003; Rose and Shin 
2001).
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2 Institutional Democratization
Scholars dubbed the surge in democracy that occurred over the last three decades of the 
twentieth century the “third wave” of democratization (Huntington 1991; Diamond 2003). 
Powerful forces of the democracy movement spread from one region to another like a 
rushing wave. It emerged in southern Europe and has spread, in sequence, to other re
gions around the globe (O'Loughlin et al. 1998).

2.1 Diffusion

In the mid‐1970s, the third wave of democratization first broke out in Portugal and Spain, 
where right‐wing dictatorships had held power for decades; the democratic transition 
came to Greece in 1974.1 From 1979 to 1985, Argentina, Bolivia, Brazil, Ecuador, Peru, 
and Uruguay successively underwent the democratic transition from military rule. In 
Chile, the democratic transition proceeded more slowly and emerged in 1989 after years 
of peaceful civic resistance movements against authoritarian rule. In June 2000,Vincente 
Fox's presidential victory in Mexico, the most populous Spanish speaking country in the 
world, marked the end of seven decades of single‐party rule and a new era of democracy 
in the region (Hagopian and Mainwaring 2005).

In the mid‐1980s when most military dictatorships in Latin America were overthrown, the 
third‐wave of democratization reached the shores of East Asia (Croissant 2004). It first 
toppled the civilian dictatorship of Ferdinand Marcos in the Philippines in February 1986; 
massive “people's power” movements forced him to flee to Hawaii. Nearly three decades 
of military rule ended and in December 1987 the direct popular election of a president 
fully restored civilian rule in South Korea. In the same year, after nearly four decades of 
one‐party dictatorship, Taiwan began to gradually democratize. It lifted martial law and 
established institutional democracy by holding its first direct presidential election in 
1996. In 1990, Mongolia, one of the poorest and remotest countries in the world, aban
doned its 60‐year‐old communist one‐party system and held competitive multi‐party elec
tions to choose a president. And in 1992, Thailand re‐emerged as a democracy when it rid 
itself of military rule. During this (p. 263) time, three very poor countries in Asia—
Bangladesh, Nepal, and Pakistan—became democracies.

By the end of the 1980s, the electoral and other democratic institutions were operative in 
all or much of three regions of the world—southern Europe, Latin America, and Asia. The 
other three regions of Eastern Europe, Africa, and the Middle East still remained resis
tant to the winds of democratization. In eastern Europe, the fall of the Berlin Wall in 1989 
marked the end of one‐party communist dictatorships and the rapid transitions to democ
ratic rule based on competitive multi‐party systems followed. In less than a year after the 
fall of the Berlin Wall, competitive and free elections took place to install democratic po
litical systems in Bulgaria, the Czech Republic, Hungary, Poland, Romania, and Slovakia. 
The collapse of the Soviet Union in 1991 created fifteen states in the Baltic region and 
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Central Asia. Seven of them emerged as democracies (Goehring and Schnetzer 2005; Mc
Faul 2005; Rose, Mishler, and Haerpfer 1998).

In the early 1990s when the long history of communist dictatorships was ending in east
ern Europe, the third wave of democratization began to roll in Africa, a vast region where 
only three countries were known as democratic states. In February 1990, the apartheid 
regime of South Africa released Nelson Mandela from prison and launched the slow 
process of ending racial oligarchy in response to years of economic sanctions from the de
mocratic world. The March 1991 election in Benin marked the first example of peaceful 
transition of power in mainland Africa. In 1994, South Africa adopted one of the most de
mocratic constitutions in the world and held competitive elections to create the most vig
orous democracy in the region. In ensuing years, other countries allowed opposition 
forces to organize and compete in the electoral process under intense pressures from in
ternational aid agencies. By the standards of western democracies, electoral competitions 
in many countries were highly limited. Nonetheless, by 2001, fourteen countries had met 
the minimum conditions of democracy (Bratton, Mattes, and Gyimah‐Boadi 2005, 17; Mar
shall and Gurr 2005, 42).

By the end of the last millennium, the Middle East was the only region hardly touched by 
the global wave of democratization. After the collapse of consociational democracy in 
Lebanon in 1975, Israel remained the sole democracy in the region. Although contested 
legislative elections were occasionally held in Algeria, Egypt, Jordan, Kuwait, Lebanon, 
and Morocco in the past decade, the head of the government in these and other Middle 
Eastern countries remained unelected until early this year. On January 9, 2005, Mahmoud 
Abbas was elected as the president of the Palestinian Authority, having defeated five oth
er candidates. Two months later, millions of Lebanese people took to the streets to protest 
against Syria's military presence in their country in what became known as “the Cedar 
Revolution.” Their protests drove the occupying Syrian troops out of Lebanon and dis
banded the pro‐Syrian government. In September 2005, a multi‐candidate presidential 
election was held in Egypt for the first time in the country's history. These developments 
indicate that even the Middle East, the region known as the last bastion of autocratic 
rule, is not impervious to democracy's third wave (Economist 2005).

(p. 264) 2.2 Breadth and Depth

In policy circles democracy is too often equated with the holding of free and competitive 
multi‐party elections (Carothers 2002). The electoral conception of democracy, however, 
does not provide a full account of the process that transforms age‐old authoritarian insti
tutions into democratically functioning ones. This conception provides only a minimalist 
account because it deals merely with the process of elections and overlooks additional im
portant institutions of democracy. It is formalistic or superficial because it fails to consid
er how democratically or undemocratically these institutions actually perform. It also pro
vides a static account of institutional democratization because it ignores interactions be
tween various democratic institutions between each round of elections.
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To overcome these limitations of the formal and minimalist conceptions of electoral 
democracy, scholars have proposed a number of alternative conceptions, using terms 
such as complete democracy, liberal democracy, and full democracy (Collier and Levitsky 
1997; Schedler and Sarsfield 2004). All such alternative notions extend beyond the ele
ments of electoral democracy to matters of accountability, constitutionalism, pluralism, 
and the separation of powers. Electoral democracy advances to liberal democracy when 
the law constrains political authority while protecting individual citizens so that they can 
exercise political rights and civil liberties (Diamond 1999; O'Donnell 2004; Zakaria 2003). 
Incomplete democracy becomes complete when the institutions of elections, accountabili
ty, civil society, and the rule of law all have a firm hold (Linz and Stepan 1996; Rose and 
Shin 2001).

Freedom House annually monitors the electoral and liberal domains of institutional de
mocratization. In 2004, Freedom House (2006) rated 122 of 192 independent countries 
(64%) as electoral democracies because their last major national elections met the inter
national standard for being free, fair, competitive, regular, and open to all segments of 
the mass citizenry regardless of their cultural, ethnic, and socioeconomic backgrounds. 
However, not all these electoral democracies are liberal countries (free countries) be
cause some have elected leaders with serious problems regarding the rule of law, corrup
tion, and human rights. Out of the 122 electoral democracies, 89 (73%) are rated as free, 
liberal democracies and 33 (27%) as partly free, illiberal democracies.2 Note that liberal 
democracies outnumber illiberal democracies by nearly 3 to 1. Nonetheless, liberal 
democracies govern fewer than half (46%) the population of independent states in today's 
world after more than three decades of rapid democratization.

According to the data compiled by Freedom House in 2005, 23 of 48 countries in sub‐Sa
haran Africa meet the minimum criteria of democracy and 11 of these 20 countries meet 
the definition of liberal democracy. Of 39 countries in East Asia and the Pacific, 7 are 
electoral democracies and 16 are liberal democracies. In eastern (p. 265) Europe and cen
tral Asia, 4 of 27 countries are electoral democracies and 13 are liberal democracies. In 
western and central Europe, 24 of 25 countries are liberal democracies; the only country 
rated as an electoral democracy is Turkey. In America and the Caribbean, 9 of 35 coun
tries are electoral democracies and 24 are liberal democracies. Of 18 countries in North 
Africa and the Middle East, only one country—Israel—is a liberal democracy.

To characterize democratization in regional terms, western and central Europe ranks first 
with 100 percent of countries earning a rating of at least an electoral democracy, fol
lowed by America and the Caribbean (94%), Eastern Europe and Central Asia (63%), East 
Asia and the Pacific (59%), sub‐Saharan Africa (48%), and North Africa and the Middle 
East (6%). In achieving liberal democracies, western and central Europe ranks, once 
again, first with 96 percent and America and the Caribbean is a distant second with 69 
percent. Eastern Europe and central Asia with 48 percent and East Asia with 41 percent 
rank, respectively, third and fourth, followed by sub‐Saharan Africa (23%) and the Middle 
East and North Africa (6%).
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2.3 Trends

Democracy even in its minimal, electoral form was highly unpopular among world govern
ments when the third wave of democratization began three decades ago. A count by Free
dom House (2006) revealed only 41 democracies among 150 independent states in 1974. 
Democracies, heavily concentrated in the regions of western Europe and North America, 
accounted for 27 percent of the states. In 2004, 122 of 192 independent countries (64%) 
were democracies.

Notably, the percentage of democratic states more than doubled from 27 to 62 percent 
during the three decades of the third wave. Most advances in democratization came dur
ing the first two decades (1974–94) when the percentage of democratic states rose 
sharply from 27 to 64 percent. During the last ten years, the percentage changed only 
slightly from 60 to 64 percent. During the same period, however, the percentage of liber
al democratic states has risen modestly from 39 to 46 percent. These findings suggest 
that the first two decades of the third wave were, by and large, the period of electoral de
mocratization, and the last decade was a period of advancement to liberal democratiza
tion.

A recent analysis of the Polity IV data by Marshall and Gurr (2005, 16) confirms Freedom 
House's finding that democracy has expanded more in a single generation than it had 
since its invention in Greece more than two and a half millenniums ago (see also UNDP 
2002). Unlike the data compiled by Freedom House, the Polity data deal with the extent 
of both democracy and autocracy in the governance of independent states. According to 
that analysis, a dramatic global shift from autocratic regimes to democracy began by the 
late 1980s and continued through the 1990s. By 1977, there were 35 democracies, 16 
mixed regimes, and 89 autocracies. In early 2005, there were 88 democracies, 44 mixed 
regimes, and only 29 autocracies. Over the last two and a half decades, the number of 
democracies has more than doubled while (p. 266) autocracies have dwindled to one‐third 
their number. Evidently, we live in the historically unprecedented period of global shifts 
toward democracy.

3 Ordinary Citizens as Democratizers
Transitions from authoritarian rule have not always brought about democracies. Accord
ing to the Polity IV Data, as many as twenty‐one countries experienced re‐authorization 
between 1997–2003.3 Why have some transitions from autocratic rule reverted back to 
non‐democracies while others remain democracies? Why have some new democracies 
turned into liberal democracies while others have not? Has the participation of the mass 
citizenry in the democratization process shaped the dynamics and trajectories of the 
process? Previously, answers to these questions have been hard to find because although 
there is a large body of the empirical literature examining the role of civil society in de
mocratic transitions (Alagappa 2004; Fukuyama 2001; Newton 2001; Norris 2002), very 
little of this literature has examined the role civil society plays in advancing electoral or 
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formal democracies into liberal democracies (Bermeo 2003; Collier 1999). A recent study 
by Freedom House (Karatnycky and Ackerman 2005) represents the first systematic re
search endeavor linking the success or failure of liberal democratization to non‐violent 
civic activism.

To determine the importance of citizens' involvement in democratic reform, this Freedom 
House study analyzed the political dynamics of sixty‐seven countries that had undergone 
transitions from authoritarian rule over the last three decades. Specifically, it analyzed 
the relationships between the mode of civic involvement in democratic regime change 
and the post‐transition state of freedom, that is, the degrees of political rights and civil 
liberties citizens of these transition countries were experiencing in 2005, many years af
ter the democratic transition.

The analysis reveals that transitions from authoritarian rule do not always lead to greater 
freedom. Of the 67 countries categorized, 52 percent are now Free, while 34 percent are 
Partly Free and 14 percent are Not Free. In 91 percent of the countries that become 
Free, their transitions were driven by civic forces alone or in combination with power 
holders. The corresponding figures for the groups of Partly Free and Not Free countries 
are, respectively, 60 percent and 44 percent. While 64 percent of transitions driven by 
civic forces become Free, only 14 percent of transitions driven solely by ruling elites be
come Free. The incidence of becoming Free post‐transition is five times higher for the for
mer than the latter.

(p. 267)

To examine the impact of civic activism on liberal democratization, we reanalyzed the 
same data compiled by the Freedom House staff. Among the 50 countries whose transi
tions were driven by non‐violent civic forces, 64 percent have turned into liberal democ
racies and 18 percent into non‐democracies. Among the 14 countries where ruling elites 
drove the transition from authoritarian rule, only 14 percent have become liberal democ
racies and 50 percent have returned to non‐democracies. When the transitions were dri
ven by strong civic coalitions, not just civic coalitions, 75 percent of them became liberal 
democracies and only 6 percent emerged as non‐democracies. When the transitions to 
democracy were made without the active and peaceful involvement of civic coalitions, 59 
percent of them turned into non‐democracies and 18 percent into liberal democracies 
(see Figure 14.1).
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Fig. 14.1  The distribution of regimes by levels of 
civic activism

Source: 
Karatny
cky and 
Ackerman 
(2005).

To put it differently, the likelihood that a transition from authoritarian rule would lead to 
liberal democracy was over four times higher for transitions supported by strong and 
non‐violent civic coalitions than for those unsupported by any civic organizations at all. 
Conversely, the incidence of change to non‐democracy is nearly ten times higher for the 
latter than the former. These findings suggest that the success or failure of liberal democ
ratization depends largely on the role the mass citizenry (p. 268) plays during the transi
tion. The more vigorous, cohesive, and peaceful civil society is, the likelier the progress 
toward full democracy; the less vigorous and cohesive and more violent civil society is, 
the more common is the reversal to non‐democratic rule.

4 Cultural Democratization
Clearly, in the current wave of global democratization, civil society does sustain change 
toward full democracy. Active and cohesive civil society forces do successfully transform 
authoritarian regimes into electoral democracies and electoral democracies into liberal 
democracies. Absent these forces, many democratizing countries remain mixed regimes 
or revert back to non‐democratic rule. An important question, then, is, why do some of 
these countries fail to develop a civil society that advances democratization on a continu
ing basis? In the literature on third‐wave democracies, the answer consistently lies in the 
country's political culture (Bernhard 1993; Fukuyama 2001; Putnam 1993; Tarrow 1998).

4.1 Support for Democracy

Political culture refers to a variety of political attitudes, beliefs, and values, such as effica
cy, tolerance, and trust. These attitudes, beliefs, and values all affect citizen conceptions 
of and involvement in civic life as well as political life. Yet, one is clearly more fundamen
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tal than the rest: the attitude that democracy is more preferable than any of its alterna
tives (Diamond 1999; Linz and Stepan 1996; Rose, Mishler, and Haerpfer 1998).

There are several specific reasons why democratization can advance when ordinary citi
zens embrace democracy as “the only game in town.” Democracy, unlike other forms of 
government, is government by demos (the people) and thus cannot be foisted upon an un
willing people for any extended period of time. As government by the people, democracy 
depends principally on their support for its survival and effective performance (Mishler 
and Rose 1999). Only those committed to democracy as the best form of government are 
likely to reject anti‐democratic movements to overthrow the new democratic regime, es
pecially during a serious crisis (Dalton 2004; Inglehart 1990, 1997). Moreover, when citi
zens confer legitimacy on a newly installed democratic regime, it can make decisions and 
commit resources without resort to coercion. Therefore, there is a growing consensus in 
the literature on third‐wave democracies that democratization is incomplete until an over
whelming majority of the mass citizenry offers unqualified and unconditional support for 
democracy (Fukuyama 1995; Diamond 1999; Linz and Stepan 1996).

(p. 269)

4.1.1 Conceptualization
What constitutes support for democracy? In the literature on democratic political culture 
there is a general agreement that popular support for democracy especially in new 
democracies is a highly complex and dynamic phenomenon with multiple dimensions and 
layers (Dalton 2004; Klingemann 1999; Shin 1999). Democratic support is a multi‐layered 
or multi‐level phenomenon because citizens simultaneously comprehend democracy both 
an ideal political system and as a political system‐in‐practice. It is a multidimensional 
phenomenon because it involves the acceptance of democratic decision making as well as 
the rejection of democracy's alternatives.

To ordinary citizens who lived most of their lives under authoritarian rule, democracy at 
one level represents the political ideals or values to which they aspire. At another level, 
democracy refers to a political regime‐in‐practice and the actual workings of its institu
tions, which govern their daily lives (Dahl 1971; Mueller 1999; Rose, Shin, and Munro 
1999). Popular support for democracy, therefore, needs to be differentiated into two 
broad categories: normative and practical. The normative or idealist level is concerned 
with democracy‐in‐principle as an abstract ideal. The practical or realist level is con
cerned with the various aspects of democracy‐in‐practice, including regime structure, po
litical institutions, and political processes.

At the first level support for democracy refers largely to a psychologically loose attach
ment citizens have to the positive symbols of democracy. Democratic support at the sec
ond level refers to favorable evaluations of the structure and behavior of the existing 
regime (Easton 1965). As empirical research has recently revealed, there is a significant 
gulf between these two levels of democratic support (Klingemann 1999; Mishler and Rose 
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2001; Norris 1999). To offer a comprehensive and balanced account of democratic sup
port, therefore, we must consider both levels of support, normative and practical.

Moreover, democratic support especially among citizens of new democracies involves 
more than favorable orientations to democratic ideals and practices. Citizens with little 
experience and limited sophistication about democratic politics may be uncertain 
whether democracy or dictatorship offers satisfying solutions to the many problems fac
ing their societies. Under such uncertainty, citizens who are democratic novices often em
brace both democratic and authoritarian political propensities concurrently (Lagos 1997, 
2001; Rose and Mishler 1994; Shin 1999). Consequently, the acceptance of democracy 
does not necessarily cause rejection of authoritarianism or vice versa.

4.1.2 Measurement
For two decades, many scholars and research institutes conducted public opinion surveys 
in democratizing countries. Gallup‐International Voice of the People Project, the Pew 
Global Attitudes Project, UNDP program on Democracy and Citizenship, the World Values 
Survey, and many other national and international surveys monitored and sought to un
ravel the dynamics of citizen reactions to democratic change. (p. 270) They have com
pared the patterns and sources of those reactions cross‐nationally, cross‐regionally, and 
even globally (Camp 2001; Evans and Whitefield 1995; Gibson 1996; Gibson and Gouws 
2005; McDonough, Barnes, and Pina 1998; Reisinger et al. 1994).4

Among the most systematic endeavors to unravel the dynamics of mass reactions to de
mocratic change are four regional democracy barometers: the New Europe Barometer, 
the Latinobarometer, the Afrobarometer, and the East Asia Barometer. These barometer 
surveys ask a variety of structured and unstructured questions to ascertain—directly and 
indirectly—how the citizens of democratizing countries conceive, perceive, and evaluate 
democracy as a political system.5 We selected a subset of items from their latest surveys, 
described below, to compare the levels and patterns of citizen support for democracy 
across Africa, East Asia, Europe, and Latin America.6

4.2 Normative Support: Democracy as an Ideal Political System

Numerous survey‐based studies document that democracy as an ideal political system has 
achieved overwhelming mass approval throughout the world and become “virtually the 
only political model with global appeal” (Inglehart 2003, 52). In the last two waves of the 
World Values Surveys, for example, “a clear majority of the population in virtually every 
society endorses a democratic political system” (Inglehart and Welzel 2005, 264). Even in 
the Islamic Middle East, Confucian East Asia, and the former Soviet Union, large majori
ties are favorably oriented to democracy‐in‐principle (Dalton and Ong 2006; Gibson, 
Duch, and Tedin 1992; Park and Shin 2005; Pew Research Center 2003; Tessler 2002). Ac
cording to the 2005 Voice of the People surveys conducted in sixty‐five countries by 

Gallup‐International (2005) between May and July 2005, “8 out of 10 global citizens be
lieve that in spite of its limitations, democracy is the best form of government, almost 10 
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percent more than in 2004.” Undoubtedly, the ideals of democracy attract an ever‐in
creasing number of ordinary citizens.

Yet knowing ordinary citizens view democracy‐in‐principle favorably does not tell us just 
how democratic they would like their own political system to be. To address (p. 271) this 
never previously studied question, the East Asia and New European Barometers asked re
spondents to express their desire on a ten‐point scale for which 1 means complete dicta
torship and 10 means complete democracy. Scores of 6 and above on this scale indicate 
general support for democracy as a normative phenomenon, and scores of 9 and 10 indi
cate full support for it. On this scale, the five East Asian and the thirteen New European 
countries average, respectively, 8.3 and 8.0, the scores that indicate that although the cit
izens generally support democracy, they do not want to live in a complete or nearly com
plete democracy.

For each of the East Asian and New European countries, Table 14.1 reports percentages 
expressing general and full support for democracy as an ideal political system. In all East 
Asian and New European countries, majorities up to 97 percent do generally support 
democracy as an ideal system. Full supporters, however, constitute majorities in three of 
five East Asian countries and six of thirteen New European countries. Only in one country 
in each region—Thailand in East Asia and Hungary in Europe—did more than two‐thirds 
of the population fully support democracy‐in‐principle. In most countries in both regions, 
large majorities have yet to become fully attached to democracy even as a normative phe
nomenon. As Inglehart (2003, 52) points out, many citizens seem only to give “lip service 
to democracy.”

4.3 Practical Support: Democracy as a Political System‐in‐Practice

To what extent do the mass publics in new democracies endorse democracy as the best 
form of government in their country? To date, numerous public opinion surveys have at
tempted to measure public support for democracy‐in‐practice by tapping either citizen 
satisfaction with the performance of the existing regime or the perceptions of its relative 
preferability to undemocratic alternatives. Because this satisfaction approach is based on 
the dubious assumption that all citizens recognize the current regime as a democracy, it 
does not necessarily tap support for democracy‐in‐practice (Mishler and Rose 2001, 306; 
see Cnache, Mandak, and Seligson 2001). The professed preferences for democracy over 
its alternatives are generally considered a more valid measure of practical democratic 
support. Using this to measure the legitimacy of democracy, the levels of empirical demo
cratic support in consolidated democracies like Spain and other western European coun
tries varied between 70 and 92 percent in the late 1990s and the early 2000s (Diamond 
2001; Torcal 2002).

To measure support for democracy‐in‐practice, all four regional barometers asked: “With 
which of the following statements do you agree most? (1) Democracy is always preferable 
to any other kind of government. (2) Under certain situations, a dictatorship is prefer
able. (3) For people like me, it does not matter whether we have a democratic govern
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ment or non‐democratic government.” The respondents who rate democracy as always 
preferable to its undemocratic alternatives are deemed to endorse its legitimacy as 
democracy‐in‐practice (Diamond 1999; Linz and Stepan 1996).

(p. 272)
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Table 14.1 Orientations toward democracy and its alternatives

Region Democratic 
desire

Democratic 
preference 
(%)

Authoritari
an opposi
tion (%)

Auth. dem. 
sup. (de
mand) (%)

Dem. exp. 
(supply) (%)

Comparison

East Asia

Korea 95(31) 49 71 40 20 posi.

Mongolia 94(58) 55 43 30 36 negi.

Philippines 89(54) 65 40 29 40 negi.

Taiwan 88(35) 43 60 30 51 negi.

Thailand 97(82) 84 47 41 72 negi.

(mean) 93(52) 59 52 35 44 negi.

New Europe

Czech Rep. 83(45) 54 75 45 31 posi.

Estonia 86(40) 44 72 38 23 posi.

Hungary 93(67) 61 75 56 20 posi.



Democratization: Perspectives from Global Citizenries

Page 15 of 32

Latvia 82(44) 55 62 39 8 posi.

Lithuania 87(52) 65 70 51 30 posi.

Poland 86(56) 37 50 25 16 posi.

Slovakia 79(41) 47 65 39 20 posi.

Slovenia 87(56) 59 74 50 19 posi.

Bulgaria 73(47) 50 52 36 12 posi.

Romania 90(63) 59 70 48 13 posi.

Ukraine 86(54) 59 51 37 11 posi.

Belarus 84(42) 51 26 16 10 posi.

Russia 56(31) 25 42 11 18 negi.

(mean) 82(49) 51 60 38 18 posi.

Africa

Botswana ‐ 66 64 48 59 negi.

Cape Verde ‐ 66 65 47 41 posi.
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Ghana ‐ 52 74 42 46 cong.

Kenya ‐ 80 80 67 76 negi.

Lesotho ‐ 50 63 36 48 negi.

Malawi ‐ 64 66 48 38 posi.

Mali ‐ 71 56 47 63 negi.

Mozambique ‐ 54 36 23 67 negi.

Namibia ‐ 54 37 24 60 negi.

Nigeria ‐ 68 62 48 32 posi.

Senegal ‐ 75 67 54 58 cong.

S. Africa ‐ 57 62 39 47 negi.

Tanzania ‐ 65 66 45 63 negi.

Uganda ‐ 75 59 44 54 negi.

Zambia ‐ 70 79 58 48 posi.

Zimbabwe ‐ 48 65 35 37 cong.



Democratization: Perspectives from Global Citizenries

Page 17 of 32

(mean) ‐ 63 63 44 52 negi.

Latin America

Argentina ‐ 65 22 18 23 cong.

Bolivia ‐ 45 28 15 13 cong.

Brazil ‐ 41 32 18 23 cong.

Chile ‐ 57 16 12 37 negi.

Colombia ‐ 46 17 9 22 negi.

Costa Rica ‐ 67 15 9 44 negi.

Dominican 
Rep.

‐ 65 23 16 30 negi.

Ecuador ‐ 46 30 14 18 cong.

El Salvador ‐ 50 8 4 21 negi.

Guatemala ‐ 35 10 3 13 negi.

Honduras ‐ 46 11 5 20 negi.
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Mexico ‐ 53 35 17 24 negi.

Nicaragua ‐ 39 24 9 13 cong.

Panama ‐ 64 20 13 25 negi.

Paraguay ‐ 39 10 9 18 negi.

Peru ‐ 45 14 7 11 cong.

Uruguay ‐ 78 49 45 48 cong.

Venezuela ‐ 74 31 25 36 negi.

(mean) ‐ 53 23 14 25 negi.

Note: Figures in parentheses are percentages of full supporters for democracy.

Keys: Auth. dem. sup.: authentic democratic support

Dem. exp.: democratic experience

cong.: congruence

negi.: negative incongruence

posi.: positive incongruence
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Sources: The Afrobarometer II; the East Asia Barometer I; the Latinobarometer 2004; the New Europe Barometer 
VII.
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(p. 273)

Table 14.1 shows that majorities or near majorities of the adult population in all 16 
African countries embrace democracy as always preferable to its alternatives in their 
country. The table also shows similar levels of democratic support in 4 of 5 East Asian 
countries (80%), 9 of 13 New European countries (69%), and 10 of 18 Latin American 
countries (56%). In terms of regional mean ratings, Africa registers the highest level of 
support with 63 percent. This region is followed by East Asia (59%), Latin America (53%), 
and New Europe (51%). In terms of how widely the extent to which citizens support 
democracy varies within each region, Africa and Latin America score, respectively, the 
lowest (32% points) and highest (43% points) degrees of variation. With the highest per
centage of empirical democratic supporters and the least uneven distribution of these 
supporters within the region, Africa stands out from the rest of the democratizing world. 
Even in Africa, however, only six countries reached the two‐third level, which Diamond 
(1999, 179) characterizes as “a minimum threshold of mass support for democracy in a 
consolidated regime.”

(p. 274) 4.4 Authentic Support: Committed Democrats

Citizens of new democracies had life experience with undemocratic rule prior to democ
ratic regime change. Doubtless many of them remain attached to the age‐old authoritari
an mindset. In view of the importance of early life socialization (Mishler and Rose 2002), 
the professed preferences for democracy among these citizens cannot be equated with 
unconditional or unwavering support for it (Dalton 1994; Finifter and Mickiewicz 1992; 
Hahn 1991; Inglehart 1997; Mishler and Rose 2001). To measure such authentic support, 
we take into account both pro‐democratic and anti‐authoritarian orientations, as done in 
previous research (Bratton, Mattes, and Gyimah‐Boadi 2005; Diamond 2001; Lagos 2001; 
Shin and Wells 2005).

Table 14.1 reports percentages of respondents who reject the various forms of authoritar
ian rule including military rule, strongman rule, and one‐party dictatorship.7 Opponents 
of authoritarian rule constitute substantial majorities of the citizenry in Africa (63%) and 
New Europe (60%) and a bare majority in East Asia (52%). In Latin America, they consti
tute a small minority of less than one‐quarter (23%). Evidently, more citizens of Africa and 
New Europe oppose a reversal to authoritarian rule than citizens in East Asia and Latin 
America.

For each region, we now compare the distribution of democratic supporters and authori
tarian opponents and ascertain its particular pathway to cultural democratization among 
the mass citizenry. In African countries as a whole, democratic supporters and authoritar
ian opponents are equally numerous (63%). In East Asia, democratic supporters outnum
ber authoritarian opponents by 7 percentage points (59% versus 52%). In Latin America, 
the former outnumber the latter by a larger margin of 30 percentage points (53% versus 
23%). In New Europe, by striking contrast, the latter outnumber the former by 9 percent
age points (60% versus 51%).
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These contrasting patterns of attitudinal distribution suggest three distinct pathways to 
cultural democratization: (1) embracing democracy and rejecting authoritarian rule si
multaneously; (2) embracing democracy before rejecting authoritarianism; and (3) reject
ing authoritarianism before embracing democracy. Apparently, Africa falls into the first 
pattern of simultaneous democratization, East Asia and Latin America fall into the second 
pattern of embracing democracy first, and New Europe fits the third pattern of first re
jecting authoritarianism.

To distinguish authentic support for democracy from other types of regime support, we 
now consider both practical support for democracy and opposition to authoritarian rule. 
We consider support for democracy authentic when ordinary citizens show they view 
democracy as the only political game by endorsing it always and rejecting its undemocra
tic alternatives fully (Bratton, Mattes, and Gyimah‐Boadi 2005, 91; Shin and Wells 2005, 
99). We can differentiate this type of democratic support from non‐authentic or prototype, 
democratic regime support that is mixed with authoritarian orientations.

(p. 275)

Considering all the countries in each region together reveals no region has yet reached 
the 50 percent level of authentic support. Yet, mean levels of authentic support vary con
siderably; 14 percent in Latin America, 35 percent in East Asia, 38 percent in New Eu
rope, and 44 percent in Africa. In no country in Latin America and East Asia does half the 
population or more respond as authentic democrats who are likely to support greater 
democracy. In Africa and New Europe, on the other hand, there are three countries that 
have already reached this level of authentic support for democracy.

While large majorities of four‐fifths of East Asian and New Europeans are favorably at
tached to democracy as an ideal political system, small minorities of less than two‐fifths 
are fully committed to it as a political enterprise. These findings confirm earlier research: 
popular support for democracy in third‐wave democracies is broad in scope but shallow in 
depth (Bratton 2002; Gibson 1996; Shin and Wells 2005). They also accord with 

Inglehart's (2003, 51) claim that “overt lip service to democracy is almost universal to
day.”

5 Citizen Demand versus Institutional Supply
An incomplete democracy will likely become complete only if people demand that their 
political leaders supply the essentials of democracy (Rose, Mishler, and Haerpfer 1998, 
200). Accordingly, democratic progress in all four regions requires significant increases 
in the current levels of authentic support for democratic rule. Without increasing support 
or demand, these countries are likely to remain incomplete democracies (Rose and Shin 
2001; see also Mattes and Bratton 2003; Rose, Munro, and Mishler 2004).

The movement toward more or less democracy, however, does not depend on the level of 
democratic demand from the citizenry alone; it also depends on the relationship between 
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citizen demand and institutional supply. According to Inglehart and Welzel (2005, 187), 
“shifts toward more or less democracy follow the logic of reducing the incongruence be
tween citizen demand and institutional supply of democracy.” The more citizen demand 
for democracy outstrips what institutions supply, the more likely are political systems to 
move toward more democracy. When citizens demand less democracy than institutions 
supply, political systems are likely to stagnate or move toward less democracy. When pop
ular demand exceeds institutional supply, positive incongruence occurs for further demo
cratic development. When the latter exceeds the former, negative incongruence occurs 
for democratic decay.

5.1 Citizen Demand

During the current wave of democratization, we found in all four regions that many citi
zens do not view democracy as the best political system for their country. Even (p. 276)

among those who prefer it to its alternatives, a minority embraces democracy uncondi
tionally, while a majority is only committed to it “superficially” or “expediently.” Between 
these two types of authentic and non‐authentic supporters, we assume that it is the for
mer who are leaders in cultural democratization. It is also reasonable to assume that 
leaders, not laggards, demand more democracy to complete the process of democratiza
tion. Authentic mass support for democracy takes expression as cultural or popular de
mand for democracy (Mattes and Bratton 2003).

5.2 Institutional Supply

People demand more democracy when what their institutions supply falls short of meet
ing their desires. It is likely that the experienced level of democracy, not the actual level 
of democracy, shapes popular demand for greater democracy. To measure the experi
enced level of democracy supplied by institutions, we chose a pair of questions from re
gional barometers. The East Asia and New Europe Barometers asked respondents to 
place their current political system on a scale for which 1 means complete dictatorship 
and 10 means complete democracy. Scores of 8 and higher on this scale are considered 
indicative of experiencing an adequate level of democracy.

All 5 East Asian countries received ratings above the scale's midpoint of 5.5 and are rated 
as democracies. In New Europe, only 6 of 13 countries are rated as democracies. In 2 of 5 
East Asian countries, majorities of the citizenry rate the current level of institutional sup
ply as adequate. On the other hand, in none of the 13 countries in New Europe does a ma
jority judge the current system in an equally positive light. Obviously, Europeans perceive 
less democratic progress than East Asians do. Despite this difference, however, there is a 
general agreement that their political systems are far less than complete democracies.

In Africa and Latin America, citizens rated their new political systems with one of four 
verbal categories: (1) full democracy; (2) a democracy with minor problems; (3) a democ
racy with major problems; and (4) not a democracy. Responses in the first two categories 
indicate an adequate supply of democracy (Mattes and Bratton 2003). In as many as half 
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Fig. 14.2  Regional differences in experiencing com
plete or full democracy

the African countries, majorities rate their democracy as either a full democracy or a 
democracy only with minor problems. In striking contrast, the majority in no Latin Ameri
can country rated its democracy as either a full democracy or a democracy with minor 
problems. In the eyes of citizens, more democratic advances appear to have been 
achieved in Africa than in Latin America.

When all the countries in each region are considered together, Africa is the only region in 
which a majority (52%) reports experiencing an adequate level of democracy. It is fol
lowed by East Asia (44%), Latin America (25%), and New Europe (18%). Why do Africans 
and East Asians rate their democracies much more positively than their peers in Latin 
America and New Europe? Do they do so because they are not capable enough to distin
guish incomplete democratization from complete democratization? To explore these ques
tions, Figure 14.2 compares across the regions the percentages reporting the experience 
of complete or full democracy. As expected, (p. 277) those who mistake the existing limit
ed democratic rule for a full democracy and prematurely recognize the completion of de
mocratization in their country are from three to over five times more numerous in Africa 
and East Asia than in Latin America and New Europe. Evidently, Africans and East Asians 
are far less cognitively sophisticated in knowledge about democratic politics than their 
peers in Latin America and New Europe.8

Sources: 
see Table 
14.1.

We next compare the levels of citizen demand and institutional supply of democracy 
across regions to determine whether democratic supply and demand are congruent or in
congruent. To measure the extent of congruence in cultural and institutional democratiza
tion, we calculate a percentage differential index (PDI) by subtracting the percentage ex
periencing democracy adequately—democratic supply—from that of those who are uncon
ditionally committed to democratic rule—democratic demand. Scores of this PDI can 
range from −100 to +100. Negative scores indicate the incidence of negative incongru
ence in which democracy is (p. 278) perceived as oversupplied (overdemocratization). Pos
itive scores indicate the incidence of positive incongruence in which democracy is per
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ceived as undersupplied (underdemocratization). Because PDI scores of plus or minus 5 
points indicate little gulp between supply and demand, we interpret these as evidence of 
congruence rather than incongruence in the levels of institutional and cultural democrati
zation.

The last column of Table 14.1 shows 9 of 16 countries in Africa in negative incongruence, 
4 countries in positive incongruence, and 3 countries in congruence. In East Asia, 4 of 5 
countries are in negative congruence while 1 country is in positive incongruence. In Latin 
America, 11 of 18 countries are in negative congruence and 7 countries in congruence. In 
New Europe, 12 of 13 countries are in positive incongruence and only 1 country, Russia, 
is in negative incongruence. Negative congruence prevails in three of the four regions—
Africa, East Asia, and Latin America while positive congruence prevails in only one re
gion, post‐communist Europe.

According to the congruence theory of democratization, new democracies in Africa, East 
Asia, and Latin America confront the problem of low popular demand for democracy as 
their demos perceive institutions as supplying an adequate level of democracy. Countries 
in New Europe, on the other hand, tend to face the problem of low institutional supply as 
their demos perceive institutions as failing to supply an adequate level of democracy. Be
tween these two problems of democratization, the one featuring a lack of popular demand 
for more democracy poses a greater obstacle to successful democratization because this 
problem likely will stall the process prematurely and discourage elites from supplying any 
more necessary reform. To prevent a premature end to democratization or escape from “a 
low‐level equilibrium trap,” citizens of new democracies have to do more than embrace 
“democracy as the only game in town.” They have to be sophisticated in knowledge about 
the limited nature of the current democratic regime.

6 Summary and Conclusions
The current, third wave of democratization began in southern Europe in the mid‐1970s. 
This chapter has sought to provide a comprehensive and balanced account of this wave 
by examining perspectives from the mass citizenries about its institutional and cultural 
dynamics and their congruence. We found considerable global progress during the three 
decades expanding the family of democratic countries and broadening popular affect for 
the ideals of democracy. However, the new democracies have achieved relatively little 
progress in dissociating the mass citizenry from the age‐old habits of authoritarianism. In 
most of these countries today, only small minorities are unconditionally committed to de
mocratic politics. Even these committed democrats are not always cognitively capable of 
distinguishing limited democratic rule from complete or full democracy. As a result, many 
new democracies are trapped in a (p. 279) low‐level congruence or negative incongruence 
between citizen demand and institutional supply of democracy.

To escape from this trap, third‐wave democracies need an increasing number of authentic 
democrats who not only embrace democracy but also reject its alternatives. To advance 
toward full democracy, moreover, they need to multiply the number of authentic democ
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rats who are cognitively sophisticated about the practices of democratic politics (Dahl 
1992; Shin, Park, and Jang 2005). Without substantially increasing the existing level of 
democratic citizenship among the mass citizenry, these nascent democracies are likely to 
persist as incomplete or broken‐back democracies. In this regard, we should note that the 
embrace of democracy as “the only game in town” is a first step, not a last step, toward 
the democratization of mass citizenries.
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(1) The existing literature is not in agreement over the inception of the third‐wave democ
ratization. According to Inglehart and Welzel (2005, 177) and Marshall and Gurr (2005, 
16), a global shift from autocratic regimes to democracy began in the late 1980s, not in 
the mid‐1970s.

(2) Freedom House annually rates every country on a seven‐point scale that measures the 
extent to which the mass citizenry is guaranteed political rights and civil liberties. The 
mean score of 2.5 or lower on the seven‐point scale is considered indicative of being ad
vanced to liberal democracy.

(3) These countries are: Armenia, Belarus, Dominican Republic, Fuji, Gambia, Ghana, 
Haiti, Honduras, Lesotho, Malawi, Nepal, Niger, Nigeria, Pakistan, Peru, Russia, Solomon 
Islands, Sri Lanka, Sudan, Turkey, and Zambia.

(4) For comprehensive reviews of these surveys, see Norris (2004); Heath, Fisher, and 
Smith (2005).

(5) Critical reviewers of the overt and other approaches to the measurement of democrat
ic support can be found in Inglehart (2003), Mishler and Rose (2001), and Schedler and 
Sarsfield (2004).

(6) The second round of the Afrobarometer surveys was conducted in 16 countries be
tween May 2002 and November 2003. The first wave of the East Asia Barometer surveys 
was conducted in 5 countries from May 2001 through December 2002. The 2004 annual 
Latinobarometer surveys were conducted in 18 countries between May and June of the 
year. The seventh New Europe Barometer surveys were conducted in 13 countries from 
October 2004 to February 2005. Further information about these surveys is available 
from their websites: www.afrobarometer.org, www.eastasiabarometer.org, 
www.latinobarometro.org, and www.cspp.strath.ac.uk. It should be noted that the 15 
countries in Afrobrometer Round 2 do not represent sub‐Saharan Africa as a whole. Nor 
do the 5 East Asian countries reported in this study represent East Asia as a whole.

(7) The Latinobarometer asked a pair of questions about military rule and strongman rule 
to tap anti‐authoritarianism.

(8) The African and Asian country samples are not representative of their respective con
tinents as a whole. For this reason, our cross‐continental comparisons may not be highly 
accurate.
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This article studies the various perspectives on political behaviour in time and space. It 
presents an argument that political behaviour does not exist among isolated individuals; 
rather, it occurs within a three-dimensional space. It determines the right time to conduct 
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order to gain a more scientific basis for generalization. The last section shows the various 
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MODERNIZATION involves a radical transformation of a society, the shift from a tradi
tional agricultural society to an educated industrial or post‐industrial society (Bell 1974; 
Lerner 1958). Transformation on this scale does not happen very often, and in low‐in
come or developing countries it is only starting or partially achieved. Because its effect is 
pervasive, modernization presents a challenge to established social, economic, and politi
cal institutions. The political outcome may be a democratic regime, a totalitarian regime, 
or a series of changes between democratic and undemocratic regimes (Finer 1997, 1474 
ff.; see also Shin's chapter in this volume).

The study of political behavior is typically concerned with individual behavior in societies 
in which modern, and above all democratic political institutions are taken for granted. 
While there are major studies of what happens to individuals in modernizing or low‐in
come societies (see e.g. Pye 1962; Inkeles 1983; Scott 1985; Welzel in this volume), and in 
totalitarian regimes (Shlapentokh 2001), the primary focus is on stable modern societies. 
The typical method of research is conducting a survey that produces quantified data. In
stead of inferring national values from the writings of philosophers, surveys seek to iden
tify the content and distribution of (p. 284) political behavior and values within a represen
tative cross‐section of the national population. Surveys can produce more reliable evi
dence than compilations of anecdotes and press cuttings or diary entries. Using survey 
data avoids the ecological fallacy of drawing inferences about individuals from aggregate 
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data, such as election results, or from such reified terms as national history and tradi
tions (Robinson 1950).

Even though the typical political behavior article focuses on a single country at a single 
point in time, it is often presented within a universalistic framework outside time and 
space. Among modern political scientists, Aaron Wildavsky was especially distinctive in 
emphasizing universal concerns within narrow confines of time and space; for example, 
Implementation, a study of a single problem in the city in which he lived, immediately at
tracted worldwide attention because implementation is a universal problem of gover
nance (see Pressman and Wildavsky 1973; Rose 1995). However, a survey about a single 
country at a single point in time has something in common with descriptive reports: there 
are no logical grounds for generalizing findings across time and space.

Robust conclusions about political behavior can only be arrived at if they are tested in dif
ferent temporal contexts and across national boundaries in order to determine under 
what circumstances and to what extent the findings from a single‐country study are gen
eralizable. Even if a national survey is designed to test a general theory, the results are 
country specific; any claim to be general or universal is speculative rather than substanti
ated. To reject the influence of time and institutions is to commit the individualist fallacy 
of “deriving conclusions about a higher level of aggregation from data on 
individuals” (Reisinger 1995, 339; for a full discussion of the term, see Scheuch 1966).

In reflecting on the chapters in this section, I will argue that political behavior does not 
exist among isolated individuals; it occurs within a three‐dimensional space. It is a func
tion of when and where it occurs as well as who is involved. To understand under what 
circumstances and to what extent differences in national institutions and history are sig
nificant, time and space must be incorporated as variables in the analysis.

Individual behavior = (f) country, historical time, individual attributes + error 
term

Each of these terms can be expanded greatly, just as individuals differ in many attributes so 
countries differ in their political institutions and in the timing of modernization. However, one 
type of influence cannot substitute for another. Whereas national institutions and temporal influ
ences are given at the time of a single national survey, candidates and parties vary from one 
election to the next, and even more between democratic and undemocratic political systems. 
Moreover, the political institutions and state boundaries of most European countries have varied 
at least once and often more than that in the past century. Ignoring the influence of time and 
space misleadingly assigns to the error term influences that have been left out by a researcher 
on practical grounds (lack of multinational data) or through lack of awareness of historical con
text. Bringing society back in turns time and space from constants to variables.
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(p. 285) 1 When: Time Matters
When research is done affects results, because historical time is a context, not a constant 
(Pierson 2004). The events of one year are not like another; the conjunction of circum
stances can vary from one election to the next; and the sequence of events can either 
make behavior path dependent or alter what individuals do before and after a given point 
in time. To conduct a time‐series analysis as if it did not make any difference whether 
time was 1900, 1950, or 2000 is to show a blithe disregard for the way in which individu
als, institutions, and societies change their behavior when the historical context changes 

(cf. Robinson 1979).

1.1 Timeless Behavior?

Political behavior research tends to be conducted in the historical present: results from 
one year are interchanged with another as if they are timeless in their relevance. For ex
ample, the classic and still cited study of The American Voter drew its empirical evidence 
from the relatively placid election of Dwight D. Eisenhower as president in 1952 and 1956
(Campbell et al. 1960). Yet a lot has happened in American politics in the half‐century 
since.

Theories of political socialization support a timeless approach insofar as they emphasize 
the stability of individual attitudes and behavior. Individuals begin developing attitudes 
and political awareness in childhood, and what is learned in youth can influence adult be
havior and how new experiences are evaluated, reinforcing what was learned earlier. 
Thus, an individual's political behavior is expected to be relatively stable through his or 
her lifetime. In addition, attitudes and behavior can persist from one generation to the 
next insofar as youths acquire a party identification from their parents (Butler and Stokes 
1970). Theories of path dependence postulate that attitudes and behavior persist because 
the costs in time, money, or emotions are greater than the immediately perceived benefits 
of changing behavior and beliefs (Sewell 1996). Such theories can be invoked to explain 
the “freezing” of party allegiances (Lipset and Rokkan 1967). The stability of individual 
behavior can also characterize political institutions. David Easton's (1965) seminal study 
postulated a regime in a steady‐state equilibrium due to a feedback process relating the 
inputs of citizens, the outputs of governors, and the response that citizens made to 
government's outputs. In this way, democracies are expected to be “stable” or “consoli
dated.”

Insofar as intergenerational political socialization and path dependence create a steady‐
state political equilibrium, then the timing of a piece of research may make little differ
ence. However, a steady‐state equilibrium is an ideal‐type tendency, the mean around 
which fluctuations occur. In the words of Peyton Young:

Equilibrium can be understood only within a dynamic framework that explains 
how it comes about (if in fact it does). Neoclassical economics describes the way 
the world looks once the (p. 286) dust has settled; we are interested in how it goes 
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about settling. This is not an idle issue, since the business of settling may have 
considerable bearing on how things look afterwards. More important, we need to 
recognize the dust never really does settle—it keeps moving about buffeted by 
random currents of air. (1988, 133)

The relatively small fluctuations of a steady‐state equilibrium will sooner or later be punctuated 
by political events that challenge individuals and political elites to alter their behavior (Baum
gartner and Jones 1993). The result can be a dynamic reform, in which the political system is in
tact but a major element is altered. For example, New Zealand's shift from a first‐past‐the‐post 
to a mixed‐member proportional representation system compelled individuals to vote differently 
because the ballot itself was changed. When elite initiatives cause parties to be launched, break 
up, or merge, this creates a “floating” party system that offers the opportunity or even forces 
voters to change their behavior. Similarly, no sooner had Butler and Stokes published their trib
ute to the British two‐party system than political events disrupted the Conservative–Labour du
opoly. When the dust settled, there was a three‐party system. However, the punctuation of an 
equilibrium may be followed by a return to the status quo ante. In the United States, third‐party 
candidates for the presidency intermittently challenge the duopoly of Democrats and Republi
cans, only to be followed by a return to competition between the same two parties as before.
A change in political regime does not challenge institutions but disrupts them. Whether 
the change is from a democratic to an authoritarian regime or in the other direction, this 
forces individuals to relearn norms of political behavior. Since the disruption of regimes 
in Germany and in Spain occurred after the introduction of survey research, there are 
survey‐based studies showing how individuals have adapted to a new regime (Linz 1959; 
Baker, Dalton, and Hildebrandt 1981; Noelle‐Neumann 1995; for Spain, Gunther, Sani, 
and Shabad 1988, McDonough, Barnes, and Lopez‐Pina 1988). The study of moderniza
tion in the chapters in this part presume that behavior is not timeless or unchanging.

1.2 Changes over Time

There are limited conditions in which political behavior is free of temporal (that is, histor
ical) influences. Tests of the persistence of attitudes among generations have found that 
all cohorts tend to respond similarly and substantially to short‐term political stimuli 
(Mishler and Rose 2006; Inglehart in this volume). Theories of modernization imply social 
changes gradually alter individual behavior, for example, through the spread of industrial
ization and rising standards of education (cf. Dalton 2006). While it is illogical to extrapo
late a trend from a single survey, the temptation to do so is always there.

To ignore influences on political behavior prior to the point at which a survey is conduct
ed is to act as if the past had no empirical existence! Yet the chief variables that consti
tute a causal model are not fixed once and for all: they are subject to variation across 
time. A pioneering scholar of modernization, Joseph Schumpeter, (p. 287) saw it as a 
process of “creative destruction,” in which one type of economy succeeded another, a 
process that occurred with the passage of time. As Schumpeter emphasized (1946: 1), 
“No decade in the history of politics, religion, technology, painting, poetry and what not 
ever contains its own explanation.” He then added that, in order to understand the im
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pact of modernization and what has since become described as post‐modernization, “You 
must survey a period of much wider span. Not to do so is the hallmark of dilettantism.”

In long‐established democracies it is necessary to understand the pre‐survey‐data past in 
order to understand the evolution of political behavior. Through careful reliance on eco
logical analysis of aggregate data and records showing how individuals voted before the 
ballot became secret, Wald (1983) analyzed the impact of religion on English voting from 
the late nineteenth century onwards. An alternative is to define a long‐term research is
sue in a manner that can appropriately be tested with aggregate data, for example, Bar
tolini and Mair's (1990) study of the stabilization of European electorates through a cen
tury of upheavals from 1885 onwards. It is also the only way to come to grips with impor
tant twentieth‐century issues such as “Who Voted for Hitler?” (see e.g. Falter 1991).

The passage of time can itself be an influence on political behavior. While an apparently 
stable regime can disappear almost over night, the consolidation of a regime takes time. 
When a regime is new, individual decisions about whether to support it can only be based 
on hopes of the future or rejection or commitment to the old regime. With the passage of 
time, people gain experience of the new regime. After a decade, people can decide 
whether to support a new regime (assuming it has survived that long), on the basis of its 
performance rather than prospective or retrospective judgments.

The Soviet Union was transformed into the Russian Federation at the end of 1991. A 
decade and one‐half afterwards is long enough for a new regime to develop positive sup
port—if its performance and values are evaluated positively by its subjects. With the pas
sage of time the force of political inertia could wear down opposition and cultivate re
signed acceptance of the new regime on the grounds that it is a lesser evil or simply that 
there is no alternative, thus making it “the only regime in town” (cf. Linz 1990). Empirical 
data to test the impact of the passage of time are available by pooling fourteen New Rus
sia Barometer sample surveys from 1992 to 2005 (see www.abdn.ac.uk/cspp). Figure 15.1
shows the extent to which the month‐by‐month passage of time influences support for the 
current regime (Steenbergen and Jones 2002; Raudenbush and Bryk 2002; Luke 2004).
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Fig. 15.1  Changing influences on regime support in 
Russia, 1992–2005
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Rose, 
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The principal influence on the development of support for the current Russian regime is 
the passage of time. Cumulatively, fourteen years adds 40 points to regime support on a 
201‐point scale running from plus 100 to minus 100 (see Rose, Mishler, and Munro 2007, 
ch. 9). The way in which individuals evaluate the Russian economy also has a big impact 
on regime support, however. Evaluations of the economy go up and down so the direction 
of its influence fluctuates. By contrast, the impact of the monthly passage of time is con
sistently in one direction. Even though one might expect that with time Russians would 
take freedom for granted and its influence on support for the (p. 288) (p. 289) current 
regime would wane, this has not happened. An appreciation of gains in freedom under 
the new regime has remained steady and its impact has remained substantial. Consistent
ly, a big majority of Russians view their regime as corrupt. With the passage of time, this 
perception of corruption exercises a steadily increasing influence on the evaluation of the 
Russian regime—and that influence is negative.

2 Where: Changing Places Challenges Assump
tions
Because national histories and institutions differ, where individuals live affects what peo
ple think and what people can do. Comparison turns structural attributes of a society 
from a constant into a variable. For example, elections in both Europe and the United 
States offer voters a choice, but the form differs between a one‐round presidential ballot 
and a proportional representation list ballot to elect a parliament. Such contextual differ
ences create a logical obstacle to generalizing from a single national study. Even as pro
foundly individualistic a subject as medical science recognizes this: epidemiologists study 
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variations in the incidence of health and diseases from country to country. Even though 
quantitative political behavior studies appear different from “thick” prose analyses of 
area studies, they often share something in common: each can deal with a single country. 
A more scientific basis for generalization requires testing findings in more than one con
text and country as demonstrated by most of the chapters in this part.

2.1 Comparing Aggregates without Individuals

The study of comparative politics need not study individual political behavior; it can focus 
on political institutions. Nor need it be comparative: most studies catalogued under this 
heading are case studies of a single country different than the author's country of resi
dence. An American SSRC committee chaired by Gabriel Almond and James S. Coleman 
(1960) pioneered conceptually oriented case studies in seven volumes of research that 
concentrated on holistic comparisons of national institutions, such as bureaucracies. The 
SSRC volume on political culture (Pye and Verba 1965) emphasized homogeneity within 
national cultures as well as comparisons across cultures.1 Case studies continue to flour
ish, but they no longer tend to be (p. 290) ethnographic descriptions of alien ways. In
stead, a case is placed within a conceptual framework that identifies what more general 
points it relates to.

Comparative research in public policy focuses on the policy outputs of government rather 
than on individual recipients. This is true whether hypotheses are tested through an insti
tutionally detailed comparison of social policies or by a rigorous quantitative analysis of 
public expenditure across a dozen or more countries. Huntington's (1996) study of the 
clash of cultures postulates the existence of transnational civilizations based on religion. 
He then proceeds to impute behavioral differences to states and individuals belonging to 
different civilizations (cf. Inoguchi in this volume). However, no individual‐level data are 
offered to support his thesis (for a challenge, see Rose 2002a).

Global comparisons can be undertaken with data assembled for as many as 180 countries 
by the United Nations, the World Bank, and non‐governmental producers of data on free
dom (www.freedomhouse.org) and perceptions of corruption (www.transparency.org). 
There are a multiplicity of global democracy indices produced by university‐based politi
cal scientists from Bollen (1990) to Vanhanen (2003: for a review, see Munck and Ver
huilen 2002). While the number and the variety of countries covered are impressive, none 
of these databases provides information about individual behavior. Data derived from in
dividuals about such things as literacy or political participation are aggregated and re
ported as a percentage of the national population. There is no possibility of comparing 
how individuals within a country vary around the national mean—or whether there are 
common cross‐national influences on within‐nation differences in individual behavior.

2.2 Comparing Individuals in Context

Paradoxically, comparative analysis is invariably present in studies of political behavior—
but it is a comparison of individuals within a country, for example, accounting for differ
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ences in individual behavior due to differences in education, age, gender, or other vari
ables. However, a single‐nation study cannot show to what extent social and demographic 
differences common in many countries have the same or a different influence elsewhere.

The geographical scope for comparison is today very wide and many different reasons 
can justify the choice of a country or countries (Dogan and Pelassy 1990). The study of po
litical behavior in a single country becomes comparative if it is intended to replicate con
clusions established in previous fieldwork in another country. Given the leading role of 
American political scientists in developing research in political behavior, this most often 
involves applying American theories in another national setting. However, such research 
is not comparative in the strict sense, for a generic model was not the starting point and 
it can be constricted to points common between the first and second country while omit
ting what is different. For example, a survey study applying the Michigan model of party 
identification to Russia reported a substantial level of party identification there but over
looked the ephemeral nature (p. 291) of party organizations there. Thus, most of the par
ties with which respondents were said to identify had disappeared before the research 
was published.

Comparison of political behavior in countries deemed most similar in their contextual 
characteristics—for example, Norway and Sweden—holds constant many historical char
acteristics, for the two countries were formerly under one king and shared the same reli
gion. There is cultural proximity (language is mutually comprehensible between Norwe
gians and Swedes); the countries have a similar level of socioeconomic development; and 
their political systems—democratic, unitary, multi‐party proportional representation, and 
welfare state—are also similar.

As the chapters in this section show, the number of countries available for comparison is 
much enlarged by making comparisons within a universe of countries that have one ma
jor characteristic in common. The characteristic can be geographical (Asia: see Inoguchi 
in this volume); political (democratic); social (high education); or economic (high mean 
national income). Expanding comparison to two dozen or more countries increases the 
likelihood of patterns emerging that are statistically reliable. While there may be half a 
dozen ways in which contextual differences can affect individual behavior, few would go 
so far as to argue that the configuration of contextual attributes in each of two dozen 
countries is so distinctive that it constitutes a unique and dominant determinant of indi
vidual political behavior.

The European Union provides a politically meaningful context for comparing individual 
behavior. Its twenty‐seven member states are committed to common standards and poli
cies in a variety of fields; government officials are constantly interacting in pan‐European 
meetings; citizens of any country have freedom to travel and study in other countries; and 
all can vote in elections of the European Parliament. Moreover, the EU's own Eurobarom
eter survey conducts at least two surveys a year in which the same questions are asked of 
individuals in all twenty‐seven member states of the EU (see www.europa.eu/
public_opinion). Within the EU context, there are variations in national institutions and 
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even more in national histories. The political socialization of individual citizens of long‐es
tablished democracies has occurred in a different setting than that of individuals in the 
eight central and east European countries admitted to the European Union in 2004, who 
were socialized as subjects of a communist regime.

Modernization theories emphasize the achievement of a high level of socioeconomic de
velopment regardless of geography and history. In turn, a high level of economic well‐be
ing, education, and urbanization is expected to produce greater cross‐national similarities 
in the behavior of individual citizens, because they are most exposed to 
“globalizing” (that is, homogenizing) influences (Lipset 1994). Arguably, modern citizens 
may also be more democratic, for example, because of their higher average level of edu
cation. The homogenizing effect of modernization on the political behavior of individuals 
independent of national context can be tested across four or more continents. If member
ship in the Organization for Economic Cooperation and Development (OECD) is treated as 
an indicator of being modern, (p. 292) then the behavior of citizens of Australia, Canada, 
Japan, Korea, and the United States should be similar to citizens of European countries.2

A single‐country study can be conceived as a deviant case, examined in order to identify 
the causes of exceptions from a rule. Singapore can be considered a deviant case, be
cause it is modern but not democratic; it offers a context for testing whether and how this 
regime is “buying” support from its subjects. My Northern Ireland survey of Governing 
without Consensus was conceived as a deviant case analysis not only within the context of 
the United Kingdom, but within that of established democracies (Rose 1971). India is the 
outstanding example of hundreds of millions of illiterate, impoverished, and rural resi
dents participating in elections in a democratic political system.

Deviant case analysis raises a question: What is the norm used to establish deviation? 
This question is addressed in the literature of American exceptionalism. For Lipset 
(1996), the norm was a European society in which class politics is prominent, a reflection 
of his own upbringing in New York City as the offspring of east European immigrants. A 
further weakness of the American exceptionalism approach is that it assumes homogene
ity between the great majority of European or OECD countries (Rose 1991). For Hartz 
(1955), America's exceptionalism arose from the absence of Europe's feudal history. For 
students of the American South, exceptionalism arose from the legacy of slavery and in
complete democratization until the federal Voting Rights Act of 1965 (Woodward 1955; 
Gonzalez and King 2004).

3 What to Study: Inputs, Outputs, and/or Val
ues?
The study of political behavior is not confined to behavioral acts; it also includes examin
ing predispositions, preferences, and values. Each element can be linked in a model that 
postulates political behavior is a consequence of preferences and predispositions and 
links both to values. However, each of these statements is probabilistic or contingent. For 
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example, in a repressive regime behavior will reflect what the government wants rather 
than what individuals prefer and in a totalitarian regime opinions that subjects voice in 
public can be the opposite of what they think or say in private.

(p. 293)

3.1 Political Behavior as Both Inputs and Outputs

The literature of political behavior is unbalanced. Research devotes the great bulk of at
tention to the inputs of citizens to government through voting and expressing opinions. 
The demands that government makes on its citizens to pay taxes and to conform with 
laws and the benefits that public policy provides to individuals and households tend to be 
neglected. Yet citizens spend more time receiving benefits of public policy and earning 
money to pay taxes than in voting or going to political meetings. To ignore this fact is to 
dissociate the study of political (sic) behavior from the study of government.

As the chapters in the section on participation document, most citizens have only a limit
ed engagement in politics. While studies of voting are justifiable because of the impor
tance of elections to government, it does not follow that voting is equally important to cit
izens. Consistently, empirical research shows that the majority of citizens are only voters. 
Broadening the definition of political behavior to include participation in all types of vol
untary organizations increases the proportion who may be deemed to be engaged in poli
tics. However, voluntary organizations such as sports clubs, hobby groups, and choirs do 
not recruit members on political grounds and the primary benefits they provide are for in
dividual members (Olson 1965).

Politics is not an important part of the lives of most people. In the 2003 European Quality 
of Life Survey, family comes first: 98 percent say that it is important in their lives and 
more than nine‐tenths of Europeans also regard work, friends, and leisure as important. 
By contrast, less than half consider politics as at least fairly important and only 11 per
cent regard it as very important (Rose 2006). Not only do most citizens of democratic sys
tems give political activities a low priority but also many would prefer to leave the big de
cisions of government to elected representatives. The New Europe Barometer asked citi
zens in the eight central and east European countries admitted to the European Union in 
2004 whether people like themselves or elected politicians should make the big decisions 
of government. Even though politicians are widely distrusted in the region, 68 percent 
wanted to leave the business of making major decisions to their representatives as 
against 32 percent wanting people like themselves to be involved (Rose 2005, 67; see al
so, Hibbing and Theiss‐Morse 2001).

Ordinary people spend more time thinking about their health, their job, their pension, or 
their children's education than about how to vote. All of these concerns are directly af
fected by public policies both in European welfare states and in Anglo‐American polities 
in which public, private, and not‐for‐profit provision of social services are interdependent. 
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However, they are not thought of as “politics” in conventional studies of political behavior
(for an exception, see Rose 1989; Kumlin in this volume).

The distinction between politics and policy is artificial, and exacerbated by English‐lan
guage usage; in continental languages there is not the same contrast between “political” 
science and “policy” science (Heidenheimer 1986). Consistent with David Easton's (1965)
model of a feedback between governors and governed, policy outputs of government that 
are inputs to the daily lives of ordinary people are also a form of political behavior. These 
outputs include health care, education, pension income, (p. 294) cash‐transfer payments to 
the unemployed, mothers and the disabled, and housing subsidies. In economic terms, 
these benefits constitute private goods and services, since recipients could be excluded 
from them and they could be sold in the market. However, in political terms they are pub
lic benefits, because they are authorized by legislation, financed by taxes, and often deliv
ered by public employees.

When behavioral analysis is extended to the outputs of government, then 83 percent of 
European households are annually involved in policy behavior, that is, the consumption of 
benefits authorized by legislation and funded by taxation (Figure 15.2). The percentage 
engaged in policy outputs is thus higher than those who have voted in the last national 
election. Moreover, policy engagement is much more immediately relevant and has a big
ger impact on the life of an ordinary individual than does the indirect and notional effects 
of voting or attending the meeting of a political organization.

At any given point in time, the median European is the recipient of at least two major 
public policy benefits, for example, working in the public sector and having children in 
school, or being a pensioner and receiving health care. One‐fifth receive three or more 
benefits (Figure 15.2). Only one in seven are momentarily in receipt of no benefits, being 
healthy, earning a good income in the private sector, and without children. If collective 
goods provided by public policies such as clean air and water are included as individual 
benefits, then everyone would be involved in politics with every breath of fresh air and 
every glass of water that they drink.
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Fig. 15.2  Participation in policy outputs
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European Foundation for Living and Working Conditions; number of re
spondents 27,008) with national results weighted to each country's share 
of the total population of 28 countries. Health care calculated as those 
with poor or not very good health or having a disability.

At some stage in the life cycle, virtually every individual will benefit from major policy 
outputs. Adult Europeans have already benefited from about a dozen years of (p. 295) edu
cation. While most adults do not go to hospital each year and many do not see a doctor, 
about one‐third do have a major need for health care during the year and in the course of 
a few years, the overwhelming majority of adults use their country's national health ser
vice. Government is a major source of income in three different ways: it provides cash 
benefits for pensioners, the unemployed, and the disabled because they are outside the 
labour force; it employs a significant fraction of the labour force to deliver public ser
vices; and it also provides supplementary cash benefits for child care and for social hous
ing.

3.2 Do World Values Exist?

Whereas behavior is an overt act, values are mental constructs. Values constitute belief 
systems that are relevant to understanding how individuals view their world, including 
government. However, many values, for example, about family and child‐rearing, relate to 
contexts remote from politics. Even if people hold values that are politically relevant, 
most people do not engage in political activities that could advance these values. Even if 
they did, the connection between individual values and public policy is contingent and re
mote, since individual values are aggregated in a great variety of intermediary organiza
tions and then input to a policy‐making process in which decisions are usually arrived at 
by bargaining or even by a garbage‐can process.

The comparative study of values in Europe was initiated in 1978 by a group of Catholic‐
oriented sociologists forming the European Value Systems Study Group. Its first survey 
covered two dozen countries; results were reported in French by Jean Stoetzel (1983) and 
in English (Harding et al. 1986). The study examined values in the broadest sense, rang
ing from politics to family life, morality, and religion. A second wave was carried out in 
1990, and included the United States and Canada (Ester, Halman, and de Moor 1993; de 
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Moor 1995); a third wave occurred in 1999–2000 (Halman 2001). Ronald Inglehart then 
initiated a World Values Survey (WVS), which first fielded in 1981, and in 2005 com
menced its fifth round of surveys extending to more than seventy‐five countries 
(www.worldvaluessurvey.com).

The World Values Survey is a major source of cross‐national comparative and trend data. 
As its name emphasizes, its questionnaire covers a broad range of politically relevant val
ues. Ironically, much of Inglehart's publications have aggregated individual responses in
to national means, and then aggregated national means into cross‐national clusters of cul
tures (see Inglehart 1997; chapter in this volume). This has produced an Inglehart Values 
Map of the world (www.worldvaluessurvey.com/library/index.html) with eight different 
clusters characterized principally by religion or geography, such as Protestant Europe 
and Confucian countries. Seligson (2002) has questioned whether the result is “The Re
naissance of Political Culture or the Renaissance of the Ecological Fallacy?” (for a reply, 
see Inglehart and Welzel 2003; see also Inglehart and Welzel chapters in this volume).

The WVS questionnaire has favored consistency in questions across diverse societies so 
that cross‐national comparisons can be made within each survey. This (p. 296) assumes 
that there is substantial cross‐continental commonality in what constitutes national val
ues to make it meaningful to field a common questionnaire. However, this may produce 
“an illusory appearance of comparability” (Heath et al. 2005, 321). Assuming that ques
tions suitable in the United States and Europe will be equally suitable for interviewing re
spondents in many different continents and national contexts risks conceptual over
stretch. As Canache, Mondak, and Seligson (2001) have shown, the meaning of a question 
about satisfaction with democracy can be confusing or problematic between and even 
within countries. This is consistent with Philip Converse's (1964) caution that asking 
questions that respondents do not understand or have no interest in can create “non‐atti
tudes.”

While social indicators such as education or income may be conceptually uniform, their 
application in cross‐national research becomes problematic. National education systems 
differ in the minimum number of years of compulsory education; in the types of schools 
attended and in the certificates that pupils receive. American categories are atypical of 
educational qualifications in most of the world. Thus, any standardized cross‐national in
dicator of education can only be approximate. Incomes may be compared according to a 
standard unit of currency (e.g. a US dollar subject to foreign exchange fluctuations); by 
adjusting currencies for purchasing power parity; or by calculating an individual's posi
tion within a national income distribution to assign individuals to high‐, medium‐ and low‐
income‐groups within a society.

The logical implication of expanding research into national contexts that vary as greatly 
as Asian, African, and Middle East countries is to increase the need to contextualize re
search by altering or adding questions to take into account the greater differences in con
text. For example, the meaning of a left–right scale can become problematic (see Mair's 
contribution to this volume). Not to adapt questionnaires to context risks omitting infor
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mation that is contextually critical, For example, the fact that regime change cannot be 
studied in long‐established democracies is not a reason for ignoring its impact on political 
behavior when conducting surveys in post‐communist countries, where regime change 
does occur (Rose, Mishler, and Haerpfer 1998). To ignore such phenomena replaces the 
minor problem of missing data with the major problem of missing concepts.3

If the attitudes of individuals are to influence macropolitical institutions, they must be ag
gregated into a macro‐construct such as political culture. Otherwise, there is no connec
tion between individual values and what governments do. However, as Dieter Fuchs 
shows in his contribution to this section, there are fundamental problems in aggregating 
values of individuals into a macropolitical culture. The aggregation of individual opinions, 
whether on the basis of a dominant tendency (e.g. democratic) or showing a distribution 
between postmaterialists and others, (p. 297) creates an analytic construct, but such an 
abstract concept is not, ipso facto, a positive causal force. To treat democratic values of 
individuals as a reified political culture and make it tantamount to a democratic political 
regime goes further: it leaves out political institutions and the state.

4 Bringing Societies back in
Given the intensity with which political behavior is being analyzed in a single time and 
place, greater gains in the foreseeable future are more likely to come from broadening re
search by bringing societies back in. Doing so is the only way to test the universalist as
sumption that individual behavior is unaffected by national context. Cross‐national analy
sis turns a context that is a constant for respondents of a single survey into a variable. 
Thus, it becomes possible to test under what circumstances and to what extent findings 
about individual behavior are or are not affected by differences in space and time. Just as 
the subjects of behavioral research are expected to calculate according to bounded ratio
nality (Simon 1979), so those who study them should think in terms of bounded generaliz
ability.

Data are no longer a limitation for testing the generalizability of propositions about politi
cal behavior. Surveys of political behavior are now available for half the countries in the 
world with a population of a million or more (Heath, Fisher, and Smith 2005). Moreover, 
the global expansion of survey research has produced data from many different types of 
countries, whether differences are defined in political terms (the People's Republic of Chi
na and Sweden) or economic terms (India and the United States); or socialization (East 
and West Germany). Moreover, surveys now cover a span of up to half a century. It is no 
longer necessary to treat any one national election as typical: such an assumption can be 
tested empirically and the cumulative influence of the passage of time can be tested over 
generations. Nor is it necessary to speculate about the development of attitudes in new 
democracies. Whereas the first wave of democratization occurred more than a century 
before survey research, the third wave of democratization came after the institutionaliza
tion of survey research.
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Comparable questions can be found in many national surveys, reflecting a predisposition 
of researchers to replicate what their peers have already published. In mature social sci
ence communities, path dependence can explain the persistence of standard questions 
across time as a necessary condition of maintaining a time series. In smaller countries 
and in countries entering survey research later, there is also a readiness to seek integra
tion in “big” political science research. It is also safe to do so, for the professional weight 
given cross‐national replication is much stronger than the encouragement to innovate by 
asking questions about unfamiliar topics such as participation in policy outputs.

High‐speed computers make it easy to analyze multinational data sets with tens of thou
sands of respondents and statistical methods of multi‐level modelling provide (p. 298) the 
means to apportion variance in individual behavior between differences in individual at
tributes and contextual attributes, whether context is defined in terms of space or time. 
This is a boon for contemporary comparative research. Aristotle did not have a computer 
when he wrote the analysis of politics that inspired Marty Lipset (1960, 7), and Lipset 
wrote Political Man with only a counter‐sorter and Juan Linz.

The ideal research project would analyze national surveys of individuals in multiple coun
tries and different temporal contexts. However, the greater the diversity of countries in 
the data set, the greater the demands for contextual knowledge and the greater the risk 
that nominally identical questions do not have the same significance in different places. 
Just as Robert Merton (1957) invoked theories of the middle way, so a span of space and 
time need not be maximalist—as long as it contains enough variations to provide a robust 
test of generic hypotheses. In any event, it is self‐defeating to stipulate that a maximalist 
ideal should also be the minimum that is acceptable.

All research involves inclusion and exclusion: some things are the focus of research and 
lots must be left out. The contemporary tendency of social scientists to publish journal ar
ticles rather than books greatly reduces the space to include important dimensions of a 
problem. However, such a limitation is not an adequate justification for totally ignoring 
time and space. A journal article that is expected to include detailed discussions of sam
ples and of statistical methods should make space for succinct statements about the tem
poral and spatial context of the research and how this may affect the generalizability of 
its findings to other times and places. To omit such a consideration buries the influence of 
time and space on political behavior within the error term.

Cumulative advances in knowledge across space and time require reintegrating political 
behavior in the social sciences in order to create a political science field that is both psy
chological and sociological. Doing so will return the subject to the interdisciplinary dis
course from which it emerged, for the progenitors of political behavior research were not 
only political scientists but also sociologists (Paul Lazarsfeld, S. M. Lipset, and Stein 
Rokkan), social psychologists (Philip Converse), and institutionalists (V. O. Key). Many had 
an excellent grounding in comparative history too (e.g. Gabriel Almond and Rokkan). If 
cumulative progress is to be made, it will be made by standing on the shoulders of such 
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giants. This is best done by standing on two legs, one reflecting specialist knowledge of 
individual behavior, and the second reflecting the influences of space and time.
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Notes:

(*) This chapter was prepared by the author as a contribution to a study of diverging 
paths of post‐communist countries across time and space, financed by the British Eco
nomic & Social Research Council (RES‐000‐12‐0193).

(1) Characteristic of Gabriel Almond's intellectual breadth, concurrently he produced a 
five‐nation comparative study of The Civic Culture that was survey‐based (Almond and 
Verba 1963). However, a major finding—the importance of a mixture of civic, subject, and 
even traditional outlooks—was ambiguous, leaving open the extent to which this occurred 
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within individuals or at the societal level. Subsequently, Almond and Verba (1980) re‐ex
amined changes in their research paradigm and the countries studied over time.

(2) The OECD's admission of two developing countries, Turkey and Mexico, is based on 
the presence there of a significant modern sector as well as developing and more tradi
tional sectors, thus implying grounds for within‐country comparisons. The membership of 
these countries not only reflects their aspirations for national development but also the 
OECD's desire to expand its scope and influence.

(3) The same problem faces national income economists in developing countries when 
they attempt to account for economic behavior by focusing exclusively on economic activ
ities that are officially recorded by national governments in accord with international pro
cedures for measuring gross domestic product. However, the less modern an economy, 
the greater the volume of economic activity that is omitted, because it takes place as un
recorded cash‐in‐hand transactions and within the household without any money chang
ing hands (see e.g. Rose 2002a; Thomas 2003).

Richard Rose
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Abstract and Keywords

This article discusses political values. The first section provides a working definition of 
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cle ends with a section on critical and discontented citizens.
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THE empirical study of political values has gained momentum since Almond and Verba's 
(1963) seminal study on the Civic Culture. They introduced the concept of political cul
ture to understand various political systems. They argued that in addition to the institu
tional and constitutional features of political systems, the political orientations of the indi
viduals who constitute the political system are also relevant. Up to then, students of poli
tics were mainly concerned “with the structure and function of political systems, institu
tions, and agencies, and their effects on public policy” (Almond and Verba 1963, 31).

Almond and Verba's pioneering work redirected empirical enquiry from an exclusive pre
occupation with institutions and structure and their concept of political culture bridged 
the gap between macro‐level politics and micro‐politics. “We would like to suggest that 
this relationship between attitudes and motivations of the discrete individuals who make 
up the political systems and the character and performance of political systems may be 
discovered systematically through concepts of political culture” (Almond and Verba 1963, 
32). The concept of political culture refers to “a particular pattern of orientations to polit
ical actions” (Pye 1973, 65–6), and these orientations have major implications for the 
“way the political system operates—to its stability, effectiveness and so forth” (Almond 
and Verba 1963, 74). Carol Pateman (1980) criticized this assumed relationship between 
people's orientations and political outcomes, arguing that it remained unclear how the 
values of people should affect the political system. Indeed, as Barry (1978) pointed out, 
political culture may better be viewed as the effect and not as the cause of political 
processes. A correlation between civic culture attitudes and democracy does not say any
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thing about the causal chain. The presumption that a civic culture is conducive to democ
racy can also be interpreted the other way around, but such a conclusion would be less 
exiting, namely that “ ‘democracy’ produces the ‘civic culture’ ” (Barry 1978, 51–2). 

(p. 306) However, Almond and Verba did not consider political culture as determining po
litical structure, but they regarded them as interconnected, mutually dependent, and dy
namically interacting. “Political culture is treated as both an independent and a depen
dent variable, as causing and as being caused by it” (Almond 1980, 29). Beliefs, feelings, 
and values are the product as well as the cause of a political system.

The Civic Culture was one of the first empirical studies using the recently developed re
search technology “of sample surveys, which led to a much sharper specification and 
elaboration of the subjective dimensions of stable democratic politics” (Almond 1980, 22). 
For the first time in history it was possible to “establish whether there were indeed dis
tinctive nation ‘marks’ and national characters; whether and in what respects and de
grees nations were divided into distinctive subcultures; whether social class, functional 
groups, and specific elites had distinctive orientations towards politics and public policy, 
and what role was played by what socialization agents in the development of these orien
tations” (Almond 1980, 15).

The rise of the political culture concept during the 1950s and 1960s was part of the more 
general ascension of the idea that culture is a prominent explanatory power in the social 
sciences and history. “Culture was given causal efficacy as well as being caused and polit
ical culture … acquired the same traits” (Formisano 2001, 397 quoting Berkhofer). As 
such, the recent emphasis on the importance of the cultural factor, and the growing 
awareness that culture in general and values in particular play an important role in hu
man life is far from new. The idea that culture matters was prominent in Weber's intrigu
ing work on the Protestant Ethic and the Spirit of Capitalism more than a century ago and 
earlier, de Tocqueville wrote about the importance of culture in his Democracy in 
America. During the 1940–50s, a rich literature was developed by scholars like Mead, 
Benedict, McCelland, Banfield, Inkeles, and Lipset, who regarded culture as “a crucial el
ement in understanding societies, analyzing differences among them, and explaining their 
economic and political development” (Huntington 2000, xiv).

However, during the 1960s and 1970s, interest in culture as a determining factor de
clined and rational choice theories became dominant. Following the logic of economics, 
social phenomena were explained as the result of rational calculations made by self‐inter
ested individuals who aim at maximizing their own individual utility. Such theories claim 
that people anticipate the outcomes of alternative courses of action and then decide 
which of these alternatives will yield the best outcome for them. People choose the alter
native that is likely to produce the greatest satisfaction.

In more recent years, interest in the cultural factor rose again, not in the last place be
cause rational choice models appeared to have limited explanatory power, for example, to 
understand collective action (why do individuals join many groups and associations?), or 
to understand the survival of social norms such as altruism, reciprocity, and trust. Appar
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ently people are not driven by a narrowly conceived self‐interest and thus are not purely 
rationally calculating and maximizing their own interests. The renaissance of culture as 
an important factor and the rediscovery of the cultural approach to politics can be seen 
as a way of counterbalancing the rational choice approach that dominated the sixties and 
seventies (Lane and Ersson 2005, 2).

(p. 307)

The cultural factor was also rediscovered because of the failure of economic factors to ex
plain cross‐cultural differences and the differential trajectories of cultural changes over 
time. As Inglehart (1988, 1203) noted, “there is no question that economic factors are po
litically important, but they are only part of the story.” He referred to the importance of 
political attitudes, beliefs, orientations, preferences, and priorities that “have major politi
cal consequences, being closely linked to the viability of democratic institutions”. Culture 
was again regarded as an important source in human life and treated as a powerful active 
agent. As a proponent of this view, Wildavsky argued that people's basic orientations, 
their preferences, beliefs, and interests in particular should be taken into account. He 
stated, “I wish to make what people want [his italics]—their desires, preferences, values, 
ideals—into the central subject of our inquiry” because preferences “in regard to political 
objects are not external to political life; on the contrary, they constitute the very internal 
essence, the quintessence of politics: the construction and reconstruction of our lives to
gether” (Wildavsky 1987, 5).

The unexpected and rapid collapse of communist or socialist authoritarian regimes in 
central and eastern European countries and the rash unification of both Germanies have 
further triggered the idea that culture really matters. These events marked the end of the 
“Cold War” and evoked new or renewed contacts and relationships between East and 
West. Above all they “have drawn attention to the way regimes legitimate themselves and 
the way citizens identify themselves, both processes which suggest an important mediat
ing role for culture” (Street 1994, 96). Salient examples in this respect are of course the 
dramatic events that took place in Yugoslavia and many of the former Soviet countries. 
Such events are a sad illustration of what can happen when hidden forces and large dif
ferences in values within the collective consciousness of people explode into hatred and 
violence.

The importance of the cultural factor has also been demonstrated more recently in the 
European process of unification. The integration of nation‐states into one Europe has 
mainly been confined to the political and economic dimensions and this process is not 
welcomed with great enthusiasm by all Europeans. As soon as the cultural dimension is 
included, citizens become more reluctant regarding their support for Europe and the Eu
ropean ideal. Many people fear that a further European integration beyond economic and 
political cooperation undermines the role of the nation‐state and that “national” identi
ties, habits, and cultures will slowly disappear. Recent analyses of data collected within 
the framework of the European Values Study suggest, however, that Europe is far from a 
cultural unity. European unity appears to be a unity of diversity. There remain significant 
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differences in the basic value orientations of the Europeans (Arts, Hagenaars, and Hal
man 2003; Arts and Halman 2004; Halman, Luijkx, and Van Zundert 2005). So it will be a 
demanding task of European leaders to ensure that the European project is in harmony 
with and reflection of the values of European citizens. That the European project is en
dangered from this cultural diversity is recognized. Recently, the President of the Euro
pean Commission installed a reflection group on the Spiritual and Cultural Dimension of 
Europe. In their concluding remarks this group writes that “because an economic order 
never evolves in a value‐free environment … an effective and just (p. 308) economic order 
must also be embedded in the morals, customs, and expectations of human beings, as 
well as in their social institutions. So the manner in which the larger European economic 
area—the common market—is in harmony with the values of European citizens, as varied 
as these may be, is no mere academic problem; it is a fundamental and political one” 

(Biedenkopf, Geremek, and Michalski 2004, 7).

The discussion on values is also triggered by the recent influx of migrant minorities and 
the multicultural society that is developing in many advanced industrial societies. These 
provoked in many European countries an open debate on the consequences of value di
versity and what exactly comprises the cultural entity and identity of nation‐states. Also, 
the disappearance of internal borders between European Union member states, the 
demise of communism in the east, and the enlargement and further integration of the Eu
ropean Union in the center and the west have put the issues of identity and the survival of 
national cultures high on the European agenda. The European project seems to have 
awakened nationalistic sentiments and movements from their slumber and massive mi
gration waves into Europe seem to have triggered exclusionist reactions toward new cul
tural and ethnic minorities and increased intercultural and interethnic conflict.

Apart from this, globalization of society makes sometimes painfully clear that people 
around the globe are not the same and adhere to very distinct values. Cultural conflicts 
over basic human values are frequently in the news and seem to confirm what Hunting
ton predicted in his Clash of Civilizations. Major dividing lines in the contemporary world 
are defined by culture and no longer by ideological, economic, and political features. “In 
the post‐Cold War world, the most important distinctions among peoples are not ideologi
cal, political, or economic. They are cultural … The most important groupings of states 
are no longer the three blocs of the Cold War but rather the world's seven or eight major 
civilizations” (Huntington 1996, 21).

The discussion of values is often fuelled by a growing preoccupation with the decline of 
values, in particular those values that make us good citizens and make society and human 
life good. “Widespread feelings of social mistrust, citizens turning away from prime insti
tutions and political authorities, and engaging less in informal interactions are seen as in
dicators of the decline of the traditional civic ethic” (Ester, Mohler, and Vinken 2006: 17; 
Bellah et al. 1992; Etzioni 1996; 2001; Fukuyama 2000; Putnam 2000; 2002). In the cur
rent, sometimes heated, debate, the discussion is not so much on the decline of values as 
such, but more on the decline of decent, (pro‐) social behavior. Many politicians and soci
ety watchers claim that a growing number of citizens is indifferent and skeptical about 
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politics, and too narrowly focused on pure self‐interest. They consider this a severe threat 
for respect for human rights and human dignity, liberty, equality, and solidarity. In their 
view, the “good” values have declined or have even vanished and the wrong, “bad” values 
triumph in today's highly individualized society.

Major causes for this decline are found in modernization processes of individualization, 
secularization, and globalization that are assumed to have had severe consequences for 
the values, preferences, beliefs, and ideas that people adhere to. It is also in this vein that 
we look at political values and will decide on what old and new political values are. But 
before we enter into that discussion, it seems necessary (p. 309) to shed some light on the 
concept of values, for it remains unclear what values are. Therefore we start our discus
sion on old and new values with a short introduction of the concept of values in general 
and political values in particular.

1 What are Values and What are Political Val
ues?
Since little theory has developed on values (Dietz and Stern 1995, 264), the concept is not 
very clear. It is more or less a commonplace to state that values are hard to define prop
erly. The sociological and psychological literature on the subject reveals a terminological 
jungle. To a large extent, this conceptual confusion is grounded in the nature of values. 
One obvious problem in (social) research is that values can only be postulated or inferred, 
because values, as such, are not visible or measurable directly. As a consequence, a value 
is a more or less open concept. There is no empirically grounded theory of values, which 
stimulated efforts to distinguish values from closely‐related concepts like attitudes, be
liefs, opinions and and other orientations. The common notion, however, is that values are 
somehow more basic or more existential than these related concepts. Attitudes, for exam
ple, are considered to refer to a more restricted complex of objects and/or behaviors than 
values (Reich and Adcock 1976, 20). This type of theoretical argument assumes a more or 
less hierarchical structure in which values are more basic than attitudes. “A value is seen 
to be a disposition of a person just like an attitude, but more basic than an attitude, often 
underlying it” (Rokeach 1968, 124). The same applies to the relations between values and 
theoretical concepts such as norms, beliefs, opinions, and so on. Most social scientists 
agree that values are deeply rooted motivations or orientations guiding or explaining cer
tain attitudes, norms, and opinions which, in turn, direct human action or at least part of 
it. Adhering to a specific value constitutes a disposition, or a propensity to act in a certain 
way (Halman 1991, 27; Ester, Mohler, and Vinken 2006, 7; van Deth and Scarbrough 
1995). Such a definition of values is a functional one and although it is more a description 
of what values do rather than what they actually are, it enables us to measure values as 
latent constructs, that can be observed indirectly, that is, in the way in which people eval
uate states, activities, or outcomes.
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Having made clear what values are, we need to define political values. Rokeach (1973, 
25) argued that values can be classified in domains or institutional spheres. Accordingly, 
political values can be defined as the category of values that pertain to the political 
sphere. In line with our values concept, political values can be seen as the foundations of 
people's political behaviors such as voting and/or protesting or as Almond and Verba 
(1963) indicated, political values are people's orientations towards political objects. 
Hence, the individual's concrete political behavior can (at least partly) be explained from 
his or her political values or orientations. Thus, political (p. 310) values can be seen as 
perceptions of a desirable order (van Deth 1984), and determining “whether a political 
situation or a political event is experienced as favorable or unfavorable, good or bad” (In
glehart and Klingemann 1979, 207). Political values enable us to make political judg
ments.

2 Old and New?
It is not easy to decide what is old and new when it comes to values. If “old” means that 
certain values have been emphasized in the past, while “new” refers to the values that 
have more recently gained prominence, it remains a question if such a qualification 
makes sense. Old in the sense that in the past certain values were investigated does not 
mean that other values or orientations did not exist at that moment in time. It may simply 
mean that these other orientations were not an object of study because no one was inter
ested in these orientations while in more contemporary settings such values have drawn 
attention and have become fashionable to focus on. For instance, a popular theme nowa
days is sustainable development and many studies focus on issues of pollution, saving en
ergy, climate changes, or water management. In times that the environment becomes an 
important issue, for whatever reason, environmental values come to the fore.

The distinction between old and new may be seen in terms of former versus contempo
rary, or in terms of traditional versus modern. Former values are those that have been 
recognized and focused on in the past, while “new” refers to orientations that have been 
identified recently and that dominate the current discourse. In that sense, “old” does not 
necessarily imply old and forgotten, but “old” would mean that these values have lost at
tention or have become less attractive to focus on, while “new” would apply to those val
ues that match the emerging new issues and phenomena in contemporary society.

However, “old” and “new” in the sense of traditional versus modern may be understood in 
terms of changing values and shifting value adherences among populations. These value 
changes are linked to significant transformations of economic and social structures and 
the idea is that the values that prevailed during feudalism are not the same as those asso
ciated with industrialism or post‐industrialism. In such a view, the distinction between old 
and new is connected with the themes of modernization and post‐modernization. The tra
ditional orientations stressing security, order, respect for authority, and conformity are 
considered to slowly shifting away whereas values stressing personal autonomy, individ
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ual freedom, self‐fulfillment, independence, and emancipation are assumed to be on the 
the rise (Inglehart 1977, 1990, 1997; van Deth 1995).

Certain political values may turn out to be more resistant than others and have not van
ished. Thus, in the Civic Culture, Almond and Verba identified a number of (p. 311) democ
ratic attitudes that were already identified as important by de Tocqueville, and that are 
considered (again or still) highly relevant today. Such attitudes of trust, political partisan
ship, and societal involvement are key concepts of what is recognized as social capital, a 
notion that regained prominence since the recent works of Putnam, Fukuyama, and oth
ers.

3 Old Political Values?
Since the Enlightenment, liberalism was one of the dominant political forces. Socialism 
and social democracy are the two other classical ideological schools of thought which 
have dominated social and political behaviors of people and politics (see also Rush 1992, 
190). Classic themes in politics are of course freedom versus authoritarianism, equality 
versus inequality, the cleavage of labor and capital in society in general, and the class 
conflict in particular. It has become more or less common practice to classify political 
opinions on these issues in terms of left and right. The concepts of left and right are “gen
erally seen as instruments that citizens can use to orient themselves in a complex politi
cal world” (Fuchs and Klingemann 1989, 203); they “summarize one's stands on the im
portant political issues of the day. It serves the function of organizing and simplifying a 
complex political reality, providing an overall orientation toward a potentially limitless 
number of issues, political parties, and social groups. The pervasive use of the Left–Right 
concept throughout the years in Western political discourse testifies to its usefulness” (In
glehart 1990, 292–3).

In the beginning left and right referred to the distinction between “the clergy (right) and 
the nobility (left)” (Nevitte and Gibbins 1990, 29). With industrialization, the left–right 
continuum became associated with the cleavage of labor and capital in general and the 
class conflict in particular and the core issue in the left–right distinction became equality 

(Bobbio 1996, 60). Left represents the part of society that stresses greater equality, 
whereas right is supportive of a “more or less hierarchical social order, and opposing 
change toward greater equality” (Lipset et al. 1954, 1135). Both notions became increas
ingly associated with issues like the (re‐) distribution of income and wealth and the role of 
the government in the economy and society. “Left” favors a more just distribution of in
come and wealth and welcomes state intervention to achieve this, while “right” stresses 
the principles of a free market economy and independent individuals, and thus strongly 
favors a reduction of state control. Such cleavages between left and right are still highly 
relevant in today's society.

The polarization between left and right not only applies to political conflicts; the different 
outlooks also appear in all kinds of social, moral, and ethical issues, like abortion, eu
thanasia, nuclear energy, etc. Particularly the development of modern welfare states re
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sulted in a growing number of social issues that are interpreted in terms of the left and 
right polarity, despite the fact that these issues are not associated (p. 312) with the tradi
tional class conflicts. Issues like the quality of life, environment, nuclear energy, disarma
ment, foreigners, asylum seekers, and various moral issues have become important topics 
where left and right express fundamentally different views. Left is regarded to take the 
sides of the poor, the disadvantaged, the deprived, and minority groups; they are most 
concerned about the environment and opposed to nuclear energy and arms, and in moral 
issues left represents the liberal stances. Right is commonly seen as more restrictive and 
in favor of traditional standpoints. They are the strongest proponents of authority, order, 
maintaining the status quo, and a strong moral society.

Knutsen argues that the basic conflicts embedded in what he called old left–right were 
economic in nature, “referring in particular to the role of government in the 
economy” (Knutsen 1995, 161; 2006, 115). These emerged particularly in industrial soci
ety. The main conflict centered around state control and improving equality versus free
dom of enterprise and individual achievement. New dividing lines circle around conflicts 
emerging from advanced industrial and post‐industrial society and relate to conflicts be
tween conservative moral and social beliefs versus individual and social freedom (King 
1987; Levitas 1986; Knutsen 1995; 2006).

Thus, also with regard to contemporary controversial issues, the left–right schema ap
pears a useful tool to classify people's opinions. However, the left–right distinction is in
creasingly understood in terms of progressive versus conservative. For example, political 
parties, their adherents are often described in terms of left–right distinctions. It seems 
that an “old” concept has survived and can still be applied in contemporary society. In 
fact, the terms left and right remained popular in political discourse and in the mass me
dia, but in political studies the interest in this left–right dimension appears to have de
clined.

4 New Political Values?
The main reason for the decreased interest in the left–right schema is the claim that a 
large number of new phenomena cannot be fitted into the ideological struggle between 
left and right. New issues have emerged on the political agenda and “the simple concepts 
‘left’ and ‘right’ are too general for analyzing change in value orientations as between in
dustrial and advanced industrial society” (van Deth 1995, 10). Energy, the Cold War, the 
collapse of communism, the environment, sustainable development, welfare state, the Eu
ropean unification, globalization and internationalization, gay rights, equality for women, 
international migration, flows of refugees, became topics that increasingly needed seri
ous attention, often resulting in new cleavages: the struggle between the sexes (men 
against women), active versus inactive people, the division of rich and poor countries, na
tives versus (im)migrants. These new topics that attracted widespread attention were not 
the core of the “old” (p. 313) traditional political ideologies that emerged from the French 
Revolution—that is, conservatism, liberalism and socialism. The old ideologies and tradi
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tional values lost their attractiveness and much of the political values inquiries focused on 
the value orientations that were connected with what is commonly denoted new politics. 
“New politics, various scholars argued, could only be understood as the reflection of new 
values” (Lane and Ersson 2005, 258), which center around conflicts emerging from post‐
industrial society and issues about the meaning of life in such a society (Knutsen 2006). 
What values classify as new? An even more important question is why these new values 
have emerged?

The central values of old politics largely relate to economic growth, public order, national 
security, and traditional lifestyles, conformity, and authority, while the values of new poli
tics emphasize individual freedom, social equality and in particular quality of life (Ingle
hart 1977, 1990, 1999; and chapter in this volume). For Knutsen (2006), both the materi
alist–postmaterialist value orientation and libertarian/authoritarian values can be regard
ed as value orientations associated with new politics. The materialist–postmaterialist di
mension reflects the “shift from a preoccupation with physical sustenance and safety val
ues towards a greater emphasis on belonging, self‐expression and quality of life 
issues” (Knutsen 2006, 116; Inglehart 1977, 1990, 1997). Similarly, the libertarian‐author
itarian dimension distinguishes between an emphasis on “autonomy, openness, and self 
betterment” (Knutsen 2006, 116) on the libertarian side and “concerns for security and 
order, … respect for authority, discipline and dutifulness, patriotism, and intolerance for 
minorities, conformity to customs, and support for traditional religious and moral values” 

(Flanagan 1987, 1305) on the authoritarian side. The latter dimension reflects the shift of 
values from authoritarian to libertarian. More and more people turn away from traditions, 
the traditional authoritarian institutions, and the prescribed values and norms and in
creasingly they want to decide for themselves and determine on their own how to live 
their own lives.

Why have these modern orientations gained prominence? The answer can be found in the 
major social and political changes that gradually transformed society into postmodern so
ciety. There is widespread acceptance of the idea that modernization processes such as 
individualization, secularization, and globalization have had profound impact on people's 
(political) values.

5 Modernization and Political Value Changes
Most perspectives on value changes begin with the observation that there are fundamen
tal qualitative differences between modern industrialized society and late modern, ad
vanced industrial, postmodern society. Further, most perspectives link (p. 314) structural 
transformations to fundamental shifts in basic value orientations. As for the structural 
features, most advanced societies have recently experienced unprecedented increases in 
levels of affluence, growth of the tertiary economic sector at the cost of the first and sec
ondary sectors, improving educational opportunities and rising levels of education, grow
ing use of communication‐related technologies, and all have experienced what is known 
as the “information revolution”. Further, these changes resulted in expanding social wel
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fare networks and increasing geographic, economic, and social mobility, specialization of 
job‐related knowledge, and professionalization.

These fundamental structural changes are related with or accompanied by a process in 
which individuals are increasingly able and willing to develop their own values and norms 
that do not necessarily correspond to the traditional, institutional (religious) ones. This 
process seems to be a universal (western) process that brings about not only more mod
ern views, but also more diversity, and it is triggered and strongly pushed by rising levels 
of education of the population. More education increases people's “breadth of perspec
tive” (Gabennesch 1972, 183), their abilities and cognitive and political skills, which 
makes them more independent from the traditional suppliers of values, norms, and be
liefs, and more open to new ideas and arguments, other providers of meanings, values, 
and norms. People's actions and behaviors are increasingly rooted in and legitimized by 
their own personal preferences, convictions, and goals. There is an unrestrained endeav
or to pursue private needs and aspirations, resulting in assigning top priority to personal 
need fulfillment. Self‐development and personal happiness have become the ultimate cri
teria for individual actions and attitudes. Individualization thus entails a process in which 
opinions, beliefs, attitudes, and values grow to be matters of personal choice. As such, it 
denotes increasing levels of personal autonomy, self‐reliance, and an emphasis on individ
ual freedom and the Self (Giddens 1991). Individualized persons no longer take for grant
ed the rules and prescriptions imposed by traditional institutions which means that the 
traditional options are less likely to be selected by an increasing number of people. This 
process of de‐traditionalization is characterized by a decline of traditional views in a vari
ety of life domains. The “disciplined, self‐denying, and achievement‐oriented norms … are 
giving way to an increasingly broad latitude for individual choice of lifestyles and individ
ual self‐expression” (Inglehart 1997, 28).

People's values, beliefs, attitudes, and behavior are based increasingly on personal choice 
and are less dependent on tradition and social institutions. In other words, a process of 
privatization causes individual choices to be based increasingly on personal convictions 
and preferences. Waters (1994, 206) portrayed this as follows: “We may no longer be liv
ing under the aegis of an industrial or capitalist culture which can tell us what is true, 
right and beautiful, and also what our place is in the grand scheme, but under a chaotic, 
mass‐mediated, individual‐preference‐based culture of post‐modernity.” Voting, for in
stance “is no longer the confirmation of ‘belonging’ to a specific social group but be
comes an individual choice …, an affirmation of a personal value system: the ‘issue voter’ 
tends to replace the traditional ‘party identification voter’ ” (Ignazi 1992, 4). Since the 
saliency of ideology has (p. 315) diminished, the once strong ties between party and voter 
have weakened significantly. The modern voter has become an “issue voter” and politics 
has become “issue politics” which appears from the gradual shift that has occurred from 
membership of older style or traditional social movements, such as churches, ethnic 
groups, unions, or political parties towards membership of issue movements to protect or 
fight for certain causes, such as sexual liberties, feminism, environment, or even stopping 
the expansion of an airport or the building of a railroad or road (Barnes 1998, 122). In 
modern or postmodern societies, old cleavages have disappeared, but increasingly new 
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arenas of conflict have emerged, quite often related to concrete causes (Barnes 1998, 
122). Economic development increases this interest in new issues. Inglehart (1997) 
similarly maintains that economic development and the development of the modern wel
fare state has led to increasing interest in new issues dealing with the quality of life. Peo
ple are less concerned with material wealth, and more and more concerned with the envi
ronment, emancipation, and personal interests. New groups and organizations will devel
op to protect these new interests.

The individual in advanced postmodern society also faces a multitude of alternatives as a 
consequence of internationalization, transnationalization, and globalization. Today's 
world is a “global village,” denoting that the world is a compressed one, and that the con
sciousness of the world as a whole has intensified tremendously (Robertson 1992, 8). The 
globalization of social reality is a main effect of the rapid evolution of modern communi
cation technology. Technological developments and innovations in telecommunications, 
the spread and popularity of computers, and also the increased mobility of major compa
nies and people, as well as the growing exposure to television, radio, video and movies 
have intensified worldwide social relations and flows of information. In the modern world 
people encounter a great variety of alternative cultural habits and a broad range of 
lifestyles and modes of conduct. As such, globalization, “exhausted the old ideas, the tra
ditional ideas, which had therefore lost their truth on the power to persuade” (Rush 1992, 
187). Globalization makes people aware of an expanding range of beliefs and moral con
victions and thus with a plurality of choices. Because it has been argued that individual
ized and secularized people are liberated from the constraints imposed by traditional in
stitutions (e.g. religion), globalization implies that people can pick and choose what they 
want from a global cultural marketplace. Globalization, thus, may be favorable to plural
ism because people's choices are increasingly dependent upon personal convictions and 
preferences.

The emancipation of the individual, the growing emphasis on personal autonomy and indi
vidual freedom, the de‐unification of collective standards and the fragmentation of pri
vate pursuits seem advantageous to “a declining acceptance of the authority of hierarchi
cal institutions, both political and non‐political” (Inglehart 1997, 15). Thus, citizens are in
creasingly questioning the traditional sources of authority and no longer bound by com
mon moral principles. From this, a society emerged where people are mainly concerned 
in their private matters and they feel no longer committed to the public case. As Fukuya
ma (2000, 14) says, “a culture of intense individualism … ends up being bereft of commu
nity.” The calculating citizen (p. 316) chooses to “bowl alone” and is increasingly discon
nected from the once strong social ties. Because social responsibilities have declined and 
individual citizens are less embedded in associative relations, a process of deinstitutional
ization has occurred appearing as weaker social bonds, people being detached from soci
ety, non‐affiliated, and without any loyalty to the wider community. Such a society is 
threatened by disintegration and the individual is threatened by anomie. Durkheim recog
nized this problem a long time ago, and, more recently, among others Fukuyama warned 
about the dangers of an individualized society. “A society dedicated to the constant up
ending of norms and rules in the name of increasing individual freedom of choice will find 
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itself increasingly disorganized, atomized, isolated, and incapable of carrying out com
mon goals and tasks” (Fukuyama 2000, 15).

This unbridled pursuit of private goals and the erosion of collective community life con
cerns not only many politicians, but also many social scientists. The current debate on the 
future of citizenship and civil society is directed strongly towards the negative effects of 
these developments. Individual freedom is “held responsible for rising criminality, politi
cal apathy, lack of responsibility, hedonism and moral obtrusion” (Arts, Muffels, and ter 
Meulen 2001, 467). Communitarians also have expressed their concern for the ultimate 
consequences of this development towards hedonism, privatism, consumerism, and the 
“I” culture. They fear a trend towards radical individualism and ethical relativism and the 
withdrawal of the individual from community life. The only way to solve the problem of in
dividualistic, modern society is, according to proponents of the communitarian theories, 
the re‐establishment of a firm moral order in society by (re‐)creating a strong “we” feel
ing and the (re‐)establishment of a “spirit of community” (Etzioni 1996; 2001). What 
present society needs, they argue, is “a strong moral voice speaking for and from a set of 
shared core values, that guides community members to pro‐social behavior” (Ester, 
Mohler, and Vinken 2006, 18).

6 Critical and Discontented Citizens
Apart from pursuing their own interests, being disengaged, and disconnected, contempo
rary publics are said to be more critical (e.g. Norris 1999). In advanced modern welfare 
state, people's basic needs are satisfied, which according to some resulted in rising levels 
of postmaterialism (cf. Inglehart 1997), but which also resulted in increasing demands 
from citizens towards government. The unprecedented high levels of subjective well‐be
ing and wide range of welfare state provisions for unemployment, income maintenance, 
health, housing, and old age allowed people to take survival and security for granted. Be
cause they can take survival and security for granted, postmaterialist value priorities are 
rising. These values emphasize individual self‐expression and quality of life issues and 
these bring “new, more demanding (p. 317) standards to the evaluation of political life and 
confront political leaders with more active, articulate citizens” (Inglehart 1997, 297–8).

The expanded role of the state to protect the individual's interest undermined private ini
tiative and individual responsibility while welfare provisions are increasingly regarded as 
self‐evident and considered a right and entitlement. Unrestrained self‐interest makes peo
ple not only more demanding but also makes the demands more diverse. It becomes more 
and more difficult for the government to satisfy all these competing, conflicting, and in
compatible demands and needs. The economic crisis has reduced the capacity of the state 
to guarantee social provisions for all people in society and satisfy their needs. In fact, 
most welfare states have turned into overloaded political economies, meaning that gov
ernments cannot meet both public and private claims. Increasingly there is what Dalton 
calls a representation gap: the differences between citizens preferences and government 
policy outputs (Dalton 2004, 66). Such a gap between what people expect from their gov
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ernment and what the government can provide easily results in growing dissatisfaction, 
public doubts about government, widespread disillusionment with political representa
tives and political parties, and declining public support. The rise of support for extremist 
leaders and extremist political parties is often regarded to reflect these feelings of dis
comfort with government, the current policy, and governing parties.

The economic crisis, the reduction of social security, and the declining levels of public 
support not only threaten democracy, they also threaten humanitarian solidarity. Fuelled 
by the process of individualization which induces egocentric, hedonistic, individualistic, 
and consumeristic behavioral patterns, it is often assumed that cleavages emerge be
tween the employed and unemployed, the older and young people, the sick and disabled 
versus the healthy people, and between natives and foreigners. Historical processes such 
as ongoing globalization, the collapse of communism, increasing rates of immigration, 
and the enlargement of the European Union have been the occasions of a revival of na
tionalist sentiments, the rise of racial discrimination and ethnic prejudice (Arts and Hal
man 2005). These have become of great concern to national as well as European Commu
nity politicians. The ethnic conflicts in Russia and the Balkans, the increased support for 
extreme right‐wing political parties, the growing popularity among the young of racist 
and fascist movements in many European countries, and hostilities and assaults towards 
immigrants delineate major problems contemporary Europe has to cope with and seem to 
have rapidly fostered feelings of intolerance, racial discrimination, xenophobia, and na
tionalistic sentiments. Issues of ethnicity, identity, and nationalism have come to dominate 
European politics because they are considered to be the most explosive and divisive 
cleavages for the future of European integration (Berglund, Aarebrot, and Koralewicz 
1995, 375). Such diversities are regarded as important sources of miscommunication, 
misunderstandings, intolerance, polarization, intergroup conflict, and violence. The immi
gration flows are assumed to have triggered ethnocentric and xenophobic counteractions 
of not only extreme nationalists but also of established populations. If the latter would be 
the case, bitter cultural (and hence social and political) conflicts could come into being.

(p. 318) 7 Conclusions
The aim of this article was to write about old and new political values put in context. It 
appeared difficult, not only to decide what values and thus what political values are, but 
also to define what is old and what is new in this regard. I argued that “old” should not be 
understood in terms of forgotten and vanished, but more in terms of traditional, while 
“new” should no be seen as values that are replacing the old ones, but denote values that 
prevail in contemporary society. Defined in such a way, old and new reflect the changes in 
values and value priorities. These changes are embedded in broader fundamental societal 
transformations that often are referred to as modernization of society.

The central claim of modernization theory is that contemporary, modern, post‐industrial 
society differs in many respects from traditional and industrial society, and political val
ues are no longer grounded in political cleavages based on social class conflict but on 
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cleavages based on cultural issues and quality of life concerns. Economic conflicts are 
likely to remain important, but they are increasingly sharing the stage with new issues 
that were almost invisible a generation ago: environmental protection, abortion, ethnic 
conflicts, women's issues, and gay and lesbian emancipation are heated issues today.

As a result, a new dimension of political conflict has become increasingly salient. It re
flects a polarization between modern and postmodern issue preferences. This new dimen
sion is distinct from the traditional left–right conflict over ownership of the means of pro
duction and distribution of income. A new political cleavage pits culturally conservative 
against change‐oriented progressive individuals, groups, and political parties.

The trajectories of modernization in general and processes of individualization, secular
ization, and globalization in particular, have transformed the value orientations and prior
ities in the political realm. In contemporary, highly individualized, secular and globalized 
order, the “grand world views” have become irrelevant for political orientation. The sig
nificance of traditional structures and ties, such as religion, family, class, has receded, en
larging the individual's freedom and autonomy in shaping personal life. People have grad
ually become self‐decisive and self‐reliant, no longer forced to accept the traditional au
thorities as taken for granted. The absoluteness of any kind of external authority, be it re
ligious or secular, has eroded. Authority becomes internalized and deference to authority 
pervasively declined (Inglehart 1999).

The unrestrained striving to realize personal desires and aspirations, giving priority to in
dividual freedom and autonomy and the emphasis on personal need fulfillment are as
sumed to have made contemporary individualized people mainly interested in their own 
lucrative careers and devoting their lives to conspicuous consumption, immediate gratifi
cation, personal happiness, success, and achievement. Such people neglect the public in
terests and civic commitment to the common (p. 319) good is eroding. Evidence of this de
velopment is found in increasing crime rates, marital breakdowns, drug abuse, suicide, 
tax evasion, and other deviant behaviors and practices and the increasing disconnection 
from family, friends, neighbors, and social structures, such as the church, recreation 
clubs, political parties, and even bowling leagues (Putnam 2000). Because civic virtues, 
such as trust, social engagement, and solidarity are on the decline, and since these 
virtues are considered basic requirement for democracy to survive or to work properly 

(Putnam 1993), contemporary society suffers a democratic deficit. Democracy is endan
gered because people are less and less inclined to engage in civic actions.

In Europe, the further integration and intended enlargement of the European Union have 
fuelled nationalistic sentiments and movements. The recent migration waves into Europe 
have advanced exclusionist reactions toward new cultural and ethnic minorities and fos
tered intercultural and interethnic conflicts. These gave rise to new and acute cultural 
cleavages; and it is precisely because the nations of Europe have failed to become gen
uine melting pots that so much of European politics now revolves around issues of multi
culturalism. Not perpetual peace but nationalist, ethnic, and religious conflicts will occur. 
So, the ghosts of the past, such as nationalism and racial or religious struggle, still haunt 
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Europe's darker corners, reappear everywhere. In this respect one could speak about the 
“return of history” (Joffe 1992; Rothschild 1999) for European history is a story of con
flicts. Such issues generated interest in and studies on multicultural society (European 
and multiple) identity, tolerance, and patriotic, nationalistic, ethnocentric, and xenopho
bic attitudes.

Such orientations are far from new and have been studied before extensively. For exam
ple, Stouffer's (1955) classic study of tolerance in America dates back to the fifties, while 

Sumner (1906/1959) introduced the term ethnocentrism already early in the twentieth 
century (also see chapter in this volume by Gibson). The question therefore is whether 
such orientations classify as “new” or “old.” It seems better to conclude that there is a re
newed interest in such orientations. The same counts for attitudes of trust, civic actions, 
and societal involvement. Such orientations were already identified as important for 
democracy in the Civic Culture by Almond and Verba (1963). Again, there is nothing real
ly new under the sun. The types of issues that are most salient in the politics of the soci
eties define the values at that moment.

Thus, it seems that it does not make much sense to define and distinguish old and new 
political values. Old orientations are not replaced by new ones, but value orientations are 
changing as a result of the transformations of society and modernization processes like 
individualization, secularization, and globalization. People in modern post‐industrial soci
ety are no longer constrained in their choices and they favor personal autonomy, individ
ual freedom, and self‐direction, quality of life, and the pursuit of subjective well‐being. 
This centrality of the individual generated the rise of values such as emancipation, self‐
expression, postmaterialism, gender equality, environmentalism, feminism, and ecologism 
etc. As van Deth (1995, 8) concluded, these new orientations have risen in addition to tra
ditional value orientations.
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Abstract and Keywords

This article first provides an overview of democratic theory in order to provide a better 
understanding of the meaning of political intolerance. The concept of tolerance is clearly 
explained to avoid any confusion with other terms such as permissiveness. The article 
identifies the role of tolerance in democratic theory and attempts to determine why some 
citizens are more tolerant than others. It also pinpoints the consequences of mass politi
cal intolerance.

Keywords: democratic theory, political intolerance, role of tolerance, consequences, mass political intolerance

IN 1954, in the midst of the infamous McCarthy‐led Red Scare in the United States, Sa
muel Stouffer initiated the modern study of political intolerance with a major survey of 
both the American mass public and local community leaders. Stouffer, like many others, 
observed the widespread political repression being undertaken in the name of protecting 
America and its values from the godless communists, and wondered whether such repres
sion was supported by ordinary people. The results were unequivocal when it comes to 
the mass public: Of 4,933 respondents interviewed, only 113 people—a paltry 2.3 percent
—would not restrict the activities and rights of an admitted communist in some way.1 

Local community leaders, on the other hand, expressed considerably less appetite for in
tolerance. Out of Stouffer's (p. 324) research emerged highly influential “elitist” theories 
of democracy (e.g. Bachrach 1967), as well as an intellectual concern that has persisted 
for fifty years about the causes and consequences of the intolerance of ordinary citizens 
(e.g. for a study of British elites and masses see Barnum and Sullivan 1989; on Canadian 
elites and masses see Sniderman et al. 1996; on Nicaragua see Stein 1999; for contrary 
findings on elite–mass differences see Rohrschneider 1996).

Intolerance—the unwillingness to put up with disagreeable ideas and groups—has thus 
become a staple of research on the democratic orientations of citizens throughout the 
world. The topic is today no less important than it was in the days of Joseph McCarthy 
(the Republican Senator from Wisconsin who led the Red Scare of the 1950s), since intol
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erance in one form or another fuels the conflicts in Northern Ireland, the Middle East, 
Rwanda, and many other areas of the world. And even where intolerance does not direct
ly produce political violence, the failure of democratizing regimes to embrace political 
freedom for all, even those in the opposition, has become one of the most important im
pediments to the consolidation of democratic reform throughout the world (as in the so‐
called illiberal democracies—see Zakaria 2003). Thus, it is important to assess what fifty 
years of social scientific research have taught us about the causes and consequences of 
political intolerance. That is the purpose of this chapter.2

This chapter begins with an overview of democratic theory, since the meaning of political 
tolerance (like all concepts) can best be understood within the context of theory. Because 
tolerance is often confused with other fellow travelers such as permissiveness, it is useful 
to carefully explicate the concept. The definition of concepts is of course arbitrary, but all 
concepts acquire their meaning from theory. In the case of political tolerance, the rele
vant body of thought is democratic theory, and perhaps even more precisely, theories of 
liberal democracy.3

1 The Role of Tolerance in Democratic Theory
Democracy is of course a system of procedures by which majorities tend to have their 
way: the majority rules. Liberal democracies require mechanisms of aggregating citizen 
preferences within majoritarian institutions and this is perhaps the essence of the con
cept of democracy (e.g. Dahl 1989). But democracy is also a system in which (p. 325) insti
tutionalized respect for the rights of political minorities to try to become a majority must 
exist. In particular, political minorities in a liberal democracy must be given the means of 
contestation—the right to try to convince others of the rightness of their positions. Set
ting up institutions of majority rule turns out to be a comparatively simple task; ensuring 
the right of unpopular political minorities to compete for political power turns out to be 
far more difficult.

Without guarantees of the right of all to participate in politics, the “marketplace of ideas” 
cannot function effectively. The idea of a marketplace is that anyone can put forth a prod
uct—an idea—for political “consumers” to consider. The success of the idea is determined 
by the level of support freely given in the market. The market encourages deliberation, 
through which superior ideas are found to be superior, and through which the flaws of 
bad ideas are exposed for all to see (almost as if guided by an invisible hand).4 Liberal po
litical philosophers (like J. S. Mill) have long been attracted to this marketplace notion, 
and many consider it an essential element of democratic governance.

Many instances exist in which lack of confidence in the effectiveness of the marketplace 
of ideas has stimulated governments to place restrictions on the potential entrants to the 
arena. Some political systems prohibit, for instance, political parties based on religion, 
others ban all political parties not based on a particular religion. “Extremist” ideas are 
banned in some systems (as in laws prohibiting Holocaust denials), just as “radical” politi
cal parties are prohibited from participating in other systems (e.g. fascist parties in Ger
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many). American policy makers in 1954 (and policy makers throughout much of the world 
as well) apparently had so little confidence in the ability of ordinary people to consider 
and reject communism that they banned communists from putting their ideas forward for 
consideration.5 Perhaps most common throughout the world today, governments that 
have become accustomed to political power often seek to prohibit opposition groups from 
participating in the marketplace of ideas.6 Without a willingness to put up with all ideolo
gies seeking to compete for the hearts and minds of the citizenry the market is likely to 
fail. Thus, a fairly simple theory is that democracies require the free and open debate of 
political differences, and such debate can only take place where political tolerance pre
vails.

Political tolerance in a democracy requires that all political ideas (and the groups holding 
them) get the same access to the marketplace of ideas as the access legally extended to 
the ideas dominating the system. This definition obviously precludes any form of violence 
and therefore I make no claim that political tolerance extends (p. 326) to the right of ter
rorists to engage in terror. It may, however, protect the speech rights of terrorists, or, 
more precisely, those who advocate terrorism (e.g. defenders or advocates of suicide 
bombing).7 The liberal democratic theory of political tolerance does not protect many 
forms of non‐political expression, such as pornography (except as enlisted in the service 
of politics) and most types of commercial speech. It does however extend the right of con
testation to deeply unpopular ideas, such as the need for a violent revolution or racism or 
Communism or radical Islam.

Whenever the definition of tolerance is considered, critics question whether certain types 
of “extreme” speech must be protected. These discussions are useful in principle, but not 
in practice. From the point‐of‐view of empirical research on tolerance, the controversies 
that emerge do not have to do with the most extreme and unusual forms of speech, but 
rather with the contestation rights of relatively innocuous ideas. In the case of the United 
States, for instance, even in the twenty‐first century, 48 percent of the American people 
prefer that atheists (someone who is against all religion and churches) be denied the 
right to hold a public demonstration (see Gibson 2005c). Similar findings have been re
ported from a Polish survey in 1993 (Karpov 1999, 1536). Only after ordinary people 
come to tolerate a range of even slightly unorthodox ideas should research then focus on 
tolerance of the views of the most extreme members of society.

Liberal democratic theory also provides some guidance as to what sorts of activities must 
be guaranteed to political minorities: Actions and behaviors related to efforts to persuade 
people and to compete for political power must be put up with. This might include giving 
public speeches, running candidates for public office, or even publicizing a group by re
moving trash from the freeways (and claiming credit for doing with so with a publicly 
erected sign). Obviously, illegal activity need not be countenanced, even if I acknowledge 
that the line between legal and illegal is often thin, given the power and propensity of ma
jorities to criminalize political activities by the minority.8
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This theory of the marketplace of ideas anticipates two important (and interconnected) 
restraints on freedom. First, as I have already mentioned, many fear that the government, 
typically under the guise of regulation, will usurp power and deny the expression of ideas 
threatening to the status quo (i.e. the power of the government of the day). Examples of 
such abuses of minority rights to participation are too widespread to even begin to cata
log.

A second constraint on freedom is more subtle: It originates in the political culture of a 
polity—the beliefs, values, attitudes, and behaviors of ordinary citizens. Restraints on 
freedom can certainly emanate from public policy; but they can also (p. 327) be found in 
subtle demands for conformity within a society's culture. To the extent that ordinary citi
zens are intolerant of views challenging mainstream thought, the expression of such view
points is likely to generate sanctions and costs. This can in turn create what Noelle‐Neu
mann (1984) has referred to as a “spiral of silence:” A dynamic process in which those 
holding minority viewpoints increasingly learn about how rare their views are, thereby 
leading to silence, which in turn makes the ideas seem to be even less widely held, and 
therefore more dangerous or costly to express. Perhaps the most significant legacy of Mc
Carthyism in the United States was not the limitations imposed on communists and their 
fellow travelers—legal limitations that were often severe and included imprisonment—but 
instead was the creation of a “Silent Generation,” a cohort unwilling to express views that 
might be considered controversial or unpopular. And, to complete the circle, mass politi
cal intolerance can be a useful form of political capital for those who would in turn enact 
repressive legislation. To the extent that a political culture emphasizes conformity and pe
nalizes those with contrarian ideas, little tolerance exists, and the likelihood of political 
repression is high.

1.1 Measuring Political Intolerance

Tolerance thus requires that citizens and governments put up with ideas that are thought 
to be objectionable. Two components of this definition require further consideration: 
Which ideas must be put up with, and which activities must be allowed? The answers to 
both of these questions are intimately related not just to the conceptualization of toler
ance, but to its operationalization as well. From the viewpoint of empirical studies of po
litical tolerance, measurement issues of whom and what have become concerns of great 
importance.9

In Stouffer's era, the nature of the perceived threat to the dominant ideology of the time 
was clear: It came from communists, and their “fellow travelers.”10 Consequently, toler
ance questions were framed around the right of communists to compete for political pow
er. To the extent that it is obvious which groups are objects of intolerance in a society, 
then at least part of the job of measuring mass political intolerance is easy.

For instance, the largest amount of data on political tolerance has been collected by the 
General Social Survey (GSS) in the United States. This survey, begun in the early 1970s 
and continuing through today, routinely asks about five groups: someone who is against 
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all churches and religion (atheists), a man who admits he is a communist, a man who ad
mits he is a homosexual, a person who advocates doing away with elections and letting 
the military run the country, and a person who believes that blacks are genetically inferi
or. These particular groups are derived from Stouffer's (p. 328) research and are assumed 
to be representative today of the fringes of the American ideological continua.

The obvious limitation of these questions is that the replies of those who are themselves 
atheists, homosexuals, communists, racists, and militarists cannot be treated as valid 
measures of political tolerance.11 The flaw with the Stouffer approach to measuring politi
cal intolerance was discovered by John Sullivan and his colleagues. Tolerance is putting 
up with that with which one disagrees. Consequently, it makes no sense to ask one who is 
a communist whether communists should be allowed to make speeches, etc.12 Sullivan, 
Piereson, and Marcus (1982) argued that a valid measure of intolerance requires an “ob
jection precondition,” by which they meant that the stimulus presented to every respon
dent (the ideology or group representing the ideology) must be objectionable. To achieve 
this, the respondents must be allowed to name a highly disliked group; the researcher 
does not specify which groups are asked about; rather the respondent must be allowed to 
designate the group. So as to introduce some degree of comparability across respon
dents, each is asked to identify the group he or she dislikes the most; tolerance questions 
are then asked about this group. The technique has been named the “least‐liked” mea
surement approach, even though this is a slight misnomer in that the group asked about 
is actually the most disliked, not, strictly speaking, the least liked.13

Some controversies continue to plague the measurement literature, however. Not every
one is convinced of the value of the least‐liked approach, at least as it was initially devel
oped by Sullivan, Piereson, and Marcus (see, for examples, McClosky and Brill 1983; Gib
son 1986; Sniderman et al. 1989; Chong 1993; and Hurwitz and Mondak 2002). Perhaps 
the most potent critique of the approach is that it fails to tell us much about the 
“breadth” of intolerance, by which I mean the range of differences in ideas that is not tol
erated. Perhaps many people can name a particular group/idea that they find uniquely of
fensive (in the twentieth century context, the Ku Klux Klan or Nazis, for instance), and 
owing to the extraordinary nature of the group/idea, they would not tolerate it. At the 
same time, however, the category of not‐tolerated‐ideas/groups is limited to this most ex
treme instance. Other citizens express intolerance for their most disliked group, but are 
also willing not to tolerate many other groups that are disliked less than the most dis
liked. This gives these citizens a broad range of groups, perhaps covering a considerable 
expanse of ideological territory, that they will not put up with. Most Americans in the 
1950s would not tolerate political activity by communists; but most also would not toler
ate political activity by socialists, atheists, and even “integrationists.”14 The “breadth” of 
intolerance signifies (p. 329) the minimum amount of antipathy that must exist before a re
spondent is willing not to tolerate. Unfortunately, we know little about the breadth of in
tolerance of individuals or countries throughout the world.15
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Another measurement issue has recently been raised by Mondak and Sanders (2003), 
who have argued that it is useful under some circumstances to conceptualize tolerance as 
a dichotomy: people are either tolerant (perfectly so, allowing everything by everyone), or 
they are intolerant (although Mondak and Sanders recognize that the degree of intoler
ance may vary). Their argument is part of an effort to rescue the tolerance measures em
ployed in the General Social Survey (GSS) and elsewhere (e.g. the Polish General Social 
Survey—see Karpov 1999). Gibson (2005a, 2005b) has shown that this argument is nei
ther conceptually nor empirically useful, primarily because nearly all people can imagine 
a group or an activity that they would prefer not be allowed. The number of perfectly tol
erant people (allow all groups all activities) is too small to be of any empirical conse
quence. Moreover, extant cross‐national research has shown that most countries are in no 
danger whatsoever of approaching extreme levels of tolerance! For example, Peffley and 
Rohrschneider (2003) refer to levels of tolerance in the seventeen countries they study as 
“a scarce commodity” (248) and “abysmally low” (254), and generally conclude that “in
tolerance is the norm, tolerance the exception” (248). Most scholars seem to believe that 
tolerance is a continuum that varies from those who would place fewer restrictions of ob
jectionable ideas and actions to those who would place greater restrictions.

The least‐liked approach to measuring intolerance serves well those who are primarily in
terested in investigating individual differences among people. The technique is less well 
suited for studying the politics of civil liberties in a society. It one wants to know, for in
stance, whether there is widespread support for banning a particular idea from the mar
ketplace of ideas, then establishing an objection precondition for each respondent may 
not be necessary (e.g. Barnum and Sullivan 1989). And, as I have noted, in some societies 
(e.g. Israel) there is little ambiguity about who the enemy of the status quo is; in such 
cases, the least‐liked technology may not be necessary.16

1.2 Pluralistic Intolerance

The least‐liked measurement approach is closely connected to one of the most important 
ideas to emerge from the tolerance literature: the theory of pluralistic intolerance. Sulli
van, Piereson, and Marcus (1982) have argued that lack of consensus (p. 330) on who the 
enemy is—pluralistic intolerance—can neutralize even widespread intolerance. When 
everyone picks a different “least‐liked” group, it may mean that there is insufficient 
agreement for intolerance to be mobilized into political repression. When intolerance is 
pluralistic, it is dispersed and may be benign. Indeed, their theory strongly emphasizes 
the need to identify the factors contributing to the focusing of intolerance, for it is fo
cused intolerance that is dangerous and pernicious (see Sullivan et al. 1985).

Unfortunately, little rigorous research at the system level (either over time or cross‐na
tionally) has investigated the theory of pluralistic intolerance. In their research on South 
Africa, Gibson and Gouws (2003) discovered that intolerance can be both focused and plu
ralistic, in the sense that many groups, of various ideological affinities, may not be toler
ated by people. Gibson (1998a), on the other hand, asserts that intolerance is focused on 
the far right wing in Russia (see also Gibson and Duch 1993). More research needs to be 
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conducted to determine the “breadth” of tolerance in different societies—the range of 
ideas that people believe can be legitimately expressed in a society.

1.3 What Tolerance is Not: Intolerance and Intergroup Prejudice

One might naturally expect that intolerance and prejudice are simply different sides of 
the same coin, and that the literatures on political tolerance and intergroup conflict and 
prejudice are closely integrated.17 In fact, that is not so. To an amazing degree, these two 
bodies of research rarely intersect. That this is so is one of the major enigmas in the toler
ance literature (see Gibson 2006).

Stenner has strongly argued that intolerance and prejudice are cut from the same cloth. 
She asserts: “This work began with the conviction that racial, political and moral intoler
ance, normally studied in isolation, are really kindred spirits: primarily driven by the 
same fundamental predispositions, fueled by the same motives, exacerbated by the same 
fears” (2005, 325). Yet, to date, only partial and inconclusive data have been produced 
specifically documenting that political intolerance (especially as measured by the least‐
liked technology) and intergroup prejudice are intercorrelated to any significant degree. 
For instance, Gibson (2006a) has shown that the two concepts are entirely unrelated in 
both Russia and South Africa. Gibson's argument is that expressing prejudice toward 
one's political enemies is simply not a precondition for political intolerance. What groups 
stand for is a sociotropic factor, which differs greatly from the perceived characteristics 
of the individual members of the group. For many, it is not necessary to ascribe a series of 
negative stereotypes to those with whom political disagreements are severe.18 It is there
fore important not (p. 331) to assume that intolerance and prejudice are necessarily cut 
from the same cloth, and to investigate the relationship carefully in future empirical re
search.

As I have noted, perhaps one reason why intolerance and prejudice are not always inter
connected has to do with the highly influential role of threat perceptions in shaping politi
cal intolerance. The strongest predictor of intolerance is the feeling that a group is 
threatening. Perceptions of threat may be based upon prejudice, but they need not be, 
and one can well imagine that many perceptions of group threat are based on objective 
and realistic perceptions that have nothing to do with prejudice. One might find some 
strains of Islam threatening, for instance, not out of mistaken generalizations about Mus
lims but rather out of opposition to those who would not put a wall of separation between 
religion and politics (e.g. Sniderman and Hagendoorn 2007). Secularists and atheists may 
view a variety of religious groups as threatening, without any degree of prejudice. And 
conversely, one can easily hold prejudiced views toward groups seen as impotent, and 
hence not threatening. For instance, it would not be surprising to find that many hold 
prejudiced views of members of the neo‐Nazis today, while believing that the group poses 
little threat directly owing to the ascribed characteristics (e.g. “neo‐Nazis are too stupid 
to be threatening”).
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Finally, political tolerance has to do with what one expects of the state, not of oneself. It is 
easy to imagine the citizen who would fight strongly to protect the rights of a despised 
political minority, while at the same time being unwilling to share a meal with a member 
of the group or have her daughter marry a group member. In a democratic society, keep
ing a great deal of social distance from a group is not incompatible with tolerating its po
litical activities.

Thus, extant theory provides many insights into how political tolerance can be conceptu
alized and operationalized. Tolerance requires putting up with political activity by groups 
whose ideas are repugnant. It does so under the liberal democratic theory that all ideas 
must be free to compete within the marketplace. The intolerance of ordinary people is im
portant not just because it can fuel repressive legislation, but also because it can con
tribute to a climate of conformity that sanctions the expression of minority viewpoints. As 
a consequence, social scientists have devoted considerable resources to measuring mass 
political intolerance, and then to investigating its origins. It is to this last point of empha
sis that I turn next.

2 What Causes Some Citizens to be Tolerant 
but Others Not?
Perhaps one of the most widely investigated questions in the tolerance literature has to 
do with the etiology of intolerance at the individual level. Many have contributed to iden
tifying predictors of intolerance, ranging from Sniderman's work (1975) on self‐esteem 
and social learning, to Sullivan, Piereson, and Marcus (1982) on threat perceptions, de
mocratic values, and psychological insecurity, to Stenner's book (p. 332) (2005) on the per
sonality trait authoritarianism. Nearly all agree that some sort of closed‐mindedness or 
psychological rigidity contributes to intolerance, even if the precise label attached to the 
concept varies across researchers.

In virtually all studies, threat perceptions are one of the strongest predictors of intoler
ance. Not surprisingly, those who are more threatened by their political enemies are less 
likely to tolerate them. However, a number of surprises are associated with the threat–tol
erance relationship. The strongest predictor of intolerance is the feeling that a group is 
threatening, but, ironically perhaps, it is not the direct threat to one's own personal well‐
being (egocentric threat perceptions) that is crucial, but instead perceived threat to the 
group and/or society (sociotropic threat perceptions) that is so likely to generate intoler
ance (e.g. Gibson and Gouws 2003; Davis and Silver 2004). Moreover, several studies 
have now reported that the perceived efficacy of a group (its power or potential for pow
er) has few implications for the other aspects of threat perceptions or for political intoler
ance (e.g. Marcus et al. 1995; Gibson and Gouws 2003). It seems natural to suggest that 
intolerance flourishes where the threat of groups and ideas is highest, yet the various 
processes involved have been found to be fairly complex and the simple relationship does 
not typically exist.19
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It is also paradoxical that, even though one might expect perceptions of threat to be 
shaped by personality characteristics, in fact little convincing evidence has been adduced 
on this point. The most concentrated effort to identify the personality precursors to threat 
is the work of Marcus et al. (1995), although many scholars have worked on this problem. 
If in fact threat perceptions are based on realistic factors (e.g. realistic group conflict) 
then there is no necessary requirement for psychological variables to be implicated. On 
the other hand, to the extent that groups represent sociotropic threats, one might well 
hypothesize that individual personality characteristics (e.g. authoritarianism and chauvin
istic nationalism) are activated. Unraveling these relationships—or lack of relationships—
is a research problem of considerable importance for the field.

Some of the most interesting work on this score posits an interactive effect of psychologi
cal attributes and external environmental factors. No research better demonstrates this 
effect than that of Feldman (e.g. Feldman and Stenner 1997; Feldman 2003), who has 
shown that authoritarianism and perceptions of environmental stress interact in creating 
intolerance. Similarly, Gibson (2002) has shown that Russian intolerance reacts to their 
perceptions of political and economic stress, and crime in particular. Gibson and Gouws 
(2003) have also documented that perceptions of an out‐of‐control crime rate among 
South Africans can fuel the anxiety that gives rise to enhanced perceptions of threat (see 
also Huddy et al. 2005). On the other hand, this process is far from automatic—Gibson 
and Howard (2007) have demonstrated that despite all of the factors being in alignment 
for Jews to be scapegoated in (p. 333) Russia during the 1990s, in fact anti‐Semitic attacks 
on Jews (formal or informal) failed to materialize. Learning who the enemy is requires a 
theory of blame, and under many social and political circumstances it is not at all clear 
who is to blame. The whole process of attributing blame and calculating threat from 
groups is at present poorly understood.

In the original model of the origins of intolerance, Sullivan, Piereson, and Marcus (1982)
demonstrate that tolerance is connected to a more general set of beliefs about democracy 
(even though the slippage between general commitments to democracy and specific ap
plications to the rights of disliked groups is considerable). Gibson, Duch, and Tedin (1992, 
see also Gibson 1995) have expanded this research to consider more specifically the con
nection between tolerance and support for democratic institutions and processes (see al
so Finkel and Ernst 2005). At least in Russia, such interrelationships are not strong, 
largely owing to the difficulty of embracing tolerance of hated groups and ideas. In for
merly dictatorial systems, people were denied majority rule; consequently, the majoritari
an aspects of democracy are readily embraced since they lead to the empowerment of the 
people. Extending these rights to unpopular minorities requires more intellectual effort 
than many can muster. Tolerance may be the most difficult democratic value of all; only 
among those with a fully articulated democratic belief system—which is especially un
common among people not repeatedly exposed to democratic institutions and processes—
do we see close connections between tolerance and the other democratic values.
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2.1 Can Intolerance Be Changed?

Little research has directly investigated change in political tolerance over time. A couple 
of studies have shown intolerance to be sensitive to exogenous environmental stress such 
as crime and social unrest (e.g. Gibson and Gouws 2003; Gibson 2002; Feldman and Sten
ner 1997), but micro‐level analysis of change is as rare as it is important. One of the most 
interesting findings to emerge from this limited literature is that, while it is clear that 
threat perceptions cause intolerance, it may also be the case that intolerance causes 
threat perceptions (Gibson forthcoming). That is, because tolerant people are in some 
sense more secure, they are not predisposed to see their political competitors as particu
larly threatening. It may be that a “spiral of tolerance” can be created in the sense that 
tolerance breeds lower perceptions of group threat, which breeds more tolerance, etc.

A sizeable body of literature exists on “civic education” (e.g. Nie, Junn, and Stehlik‐Barry 
1996), and tolerance is one value that researchers seek to foster through education and 
training programs. Successes (based on rigorous data analysis) have been few and far be
yond (e.g. Avery et al. 1993). Recently, efforts have been made to evaluate the programs 
of the United States government to enhance support for democratic institutions and 
processes, including political tolerance, but the early results have not been very promis
ing, especially as concerns tolerance (e.g. Finkel 2002, 2003; Finkel and Ernest 2005). It 
may well be that basic orientations toward (p. 334) foreign and threatening ideas are 
shaped at an early age, and, although environmental conditions can ameliorate or exacer
bate such propensities, core attitudes and values are fairly resistant to change.

One other way in which scholars have studied change in intolerance is through the so‐
called sober second thought experiment (e.g. Gibson 1998b). Stouffer (1955) long ago 
theorized that tolerance is a difficult and cognitively demanding position to adopt (see al
so McClosky and Brill 1983). Indeed, the conventional view among scholars is that toler
ance requires deliberation and that in the absence of such deliberation, intolerance likely 
results, owing to the emotional basis of the response to threatening stimuli (but see Kuk
linski et al. 1991). When people take the time and energy to deliberate, they often can 
discern the costs of intolerance, in addition to the benefits of intolerance that are usually 
so readily calculable. Thus, one knows immediately that “bad ideas must be repressed,” 
but determining that such repression may actually backfire (e.g. by making the bad ideas 
more attractive simply because they are forbidden) is a more arduous task. Thus, the con
ventional hypothesis is that deliberation enhances tolerance. Much of the contemporary 
literature on deliberative democracy makes this assumption, either implicitly or explicitly.

Empirical research has not been especially kind to this expectation. Perhaps most inter
esting is the finding that tolerance is considerably more pliable than intolerance. For in
stance, Gibson (1998b) and others (e.g. Peffley, Knigge, and Hurwitz 2001; Sniderman et 
al. 1996; Marcus et al. 1995; and Kuklinski et al. 1991) have shown that tolerance and in
tolerance differ in their pliability—the tolerant can be more readily persuaded to abandon 
their tolerance than can the intolerant be convinced to become tolerant. For instance, 
based on the Sober Second Thought Experiment, Gibson reports (1998b, 828) that, while 
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74.1 percent of intolerant Russians did not budge from their intolerance when presented 
with three reasons to tolerate, only 44.8 percent of the tolerant remained tolerant when 
exposed to three pro‐intolerance counter‐arguments. Other research reports similar 
asymmetries. This finding has been replicated in both South Africa (Gibson and Gouws 
2003) and the United States (Gibson 1996). The susceptibility of tolerance to being 
trumped by other values is apparently high since democratic belief systems (within which 
tolerance is embedded) often contain values that conflict. For instance, the desire to pro
tect innocent and weak groups from slander may override a commitment to free speech 
for all political ideas.20 Unfortunately, research to date has not been very successful in 
identifying ideas and arguments that might convert the intolerant into embracing politi
cal tolerance. In any event, this asymmetry in the potency of tolerance and intolerance is 
a finding so important that it warrants considerable additional investigation.21

(p. 335)

As in so many areas of the social sciences, static research dominates. Scholars use cross‐
sectional analysis to make inferences about change, and macro‐level analysis (e.g. cohort 
analysis and pooled cross‐sections) provide additional inferential leverage. However, such 
analyses can also be highly misleading in that micro‐level change is often obscured by 
macro‐level appearance of stasis. The tolerance subfield is almost entirely dominated by 
cross‐sectional research. Until more dynamic theories and data sets are produced, a full 
understanding of the origins of intolerance will remain elusive and incomplete.

3 What are the Consequences of Mass Political 
Intolerance?
Does intolerance matter? This question is difficult to address since it is bound up in com
plex theories about the role of public opinion in shaping public policy. Moreover, intoler
ance probably matters most within the context of specific disputes, as in the dispute in 
Skokie, Illinois, over the rights of American Nazis to hold a demonstration (e.g. Gibson 
and Bingham 1985). Indeed, one tradition in research on the consequences of intolerance 
is to pursue what Sniderman (1993) calls “firehouse studies:” studies that respond to spe
cific civil liberties controversies (e.g. Gibson 1987, Gibson and Tedin 1988). Such re
search is difficult to mount, however, since disputes over civil liberties rarely develop 
with the periodicity or predictability of other political events, such as elections. As a con
sequence, some research relies upon hypothetical scenarios to investigate the behavioral 
implications of intolerance (e.g. Marcus et al. 1995) and to consider the role of contextual 
factors in shaping intolerance (e.g. Gibson and Gouws 2001).

Another line of research involves determining whether intolerant opinion has the sort of 
characteristics likely to make it pernicious. Gibson's (1998a) study of Russian opinion 
adopts this perspective, focusing on whether intolerance is principled (bound up within 
an ideology), focused, “empowered” in the sense that the intolerant believe their views 
are in the majority, and common among the more politically relevant subsection of the 
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mass public (“opinion leaders”). In the Russian case, Gibson concludes that mass political 
intolerance is in fact potentially consequential for the rights of unpopular political minori
ties.

Connecting mass political intolerance to specific public policies has proven difficult. Gib
son, for instance, has shown (1988; see also Page and Shapiro 1983) that repressive state 
policies against Communists adopted in the 1950s were not a direct consequence of mass 
public opinion (even if policy was related to elite opinion). On the other hand, there was a 
connection between mass intolerance and repressive policies during the era of Vietnam 
War dissent, but the relationship is not as (p. 336) expected. States with opinion that was 
more tolerant were more likely to adopt repressive legislation (Gibson 1989). Gibson 
shows that tolerance was related to the prevalence of protest, and that protest generated 
a repressive response. Thus, these relationships are complicated.

As I suggested, a key process by which intolerance affects political freedom in a polity 
may have to do with cultural norms that encourage or discourage political disagreement. 
Gibson (1992a) has shown that intolerance within a family does indeed constrain political 
discussion and affect the extent to which people feel free to express their political views. 
And a growing body of literature suggests that political homogeneity in social networks 
reinforces political intolerance (Mutz 2002). Indeed, because networks tend so commonly 
to be homogeneous, many of the key assumptions of theories of deliberative democracy 
turn out to be challenged by the empirical evidence available (but see Huckfeldt, Johnson, 
and Sprague 2005).

3.1 Political Intolerance in Times of Crisis

The attack on the United States on 9/11/2001 by Muslim fanatics ushered in a new, but 
not entirely unfamiliar, era in American politics. Throughout American history, during 
times of crisis, civil liberties have been either suspended or limited in important ways 

(e.g. Epstein et al. 2005). No better chronicling of these episodes has been reported than 
the encyclopedic work of Goldstein (1978).

The policy response to the 9/11 attack is therefore not unprecedented. What is new, how
ever, is the ability of scholars to launch systematic research efforts to understand how cit
izens come to balance expectations of personal and societal security with the demands of 
tolerance and individual liberty. Davis and Silver (2004), for instance, show that people 
make tradeoffs between liberty and order in arriving at positions on civil liberties poli
cies, and that these tradeoffs are sensitive to several moderating influences (e.g. the de
gree of trust in government). Undoubtedly, the nature of the tradeoffs varies over time, as 
external threats wax and wane. Unfortunately, little is understood about the details of this 
dynamic process.

A familiar complaint against all subfields in public opinion is that attitudes are not impor
tant because they do not influence actual behavior (e.g. Weissberg 1998). In general, 
meta‐analyses routinely show this charge to be false (Kraus 1995). The limited research 
addressing this issue in the tolerance literature also suggests that civil liberties attitudes 
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do indeed influence citizens' political behavior in actual civil liberties conflicts (e.g. Gib
son and Bingham 1985). Nonetheless, the political tolerance subfield would undoubtedly 
profit from greater attention to the consequences of mass political intolerance. In doing 
so, we ought to cast our nets broadly, remembering that the failure of citizens to put up 
with views with which they do not agree can influence feelings of political freedom and 
willingness to discuss and debate (Gibson 1992a), as well as public policy at both the lo
cal and national levels.

(p. 337) 4 Concluding Comments
The study of political intolerance is a vast enterprise at both the micro‐ and macro‐levels, 
and research on political tolerance constitutes a subfield much too large to be able to be 
comprehensively surveyed in a short chapter such as this. I have barely mentioned philo
sophical or normative studies of intolerance (e.g. Bollinger 1986), detailed studies of how 
individuals select their targets have not been considered (e.g. stereotype threat, 
Golebiowska 1996), many case studies of outbreaks of intolerance have not been ad
dressed here (e.g. Strum 1999); and studies of intolerance in nations outside the United 
States have been slighted (e.g. Sullivan et al. 1985). Nor have I reviewed important issues 
such as how and why members of the mass public and elites differ on issues of tolerance 

(see Sullivan et al. 1993), or issues such as whether religion and religiosity and intoler
ance are inextricably interconnected (e.g. see Karpov 1999). Furthermore, new issues are 
constantly emerging: It appears inevitable that the neurology of threat perceptions and 
intolerance will be a hot topic for future research (e.g. Marcus, Wood, and Theiss‐Morse 
1998). Those interested in pursuing research on the myriad dimensions of political toler
ance will find a fresh and vibrant literature on nearly all specific research questions, even 
if many such questions are beyond the scope of this chapter.

Instead, in this chapter, I have attempted three things. First, I have tried to show that, as 
a concept, political tolerance derives its rigor and specificity from liberal democratic the
ory. Political tolerance does not require that everything be put up with under all circum
stances; instead, it only requires free and unfettered entry for all views to the market
place of ideas. Second, I have demonstrated that the origins of intolerance at the micro‐
level are reasonably well understood, even if some very important enigmas still exist. In
tolerance flows most regularly from perceptions of group threat, even if we understand 
little about how some groups become threatening while others are not. Finally, intoler
ance has important political consequences. The simplistic view that intolerance directly 
fuels repressive public policy does not warrant much support, even if intolerance, when 
having characteristics rendering it pernicious, can on occasion be mobilized by political 
entrepreneurs. The intolerance of citizens can also affect the nature of deliberation and 
disagreement in society, and therefore constrain the market even without direct govern
ment intervention.

Even if we understand something of the etiology of intolerance and something of the con
sequence it has for democratic development, a host of important unanswered questions 
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exist. My hope is that some might be stimulated by this chapter to pursue these questions 
further, and thereby contribute to creating a more tolerant world.
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Notes:

(*) I acknowledge the helpful comments of Jessica Flanigan on an earlier version of this 
chapter.

(1) Stouffer asked his respondents nine questions about placing restrictions on the activi
ties of an admitted communist. The responses ranged from the 89.6 percent who would 
fire the communist from a job working in a defense plant (and the 89.4% who would fire 
the communist from a job teaching in a university) to a “low” of 35.5 percent who would 
stop buying a brand of soap that was plugged by a communist on a radio show.

(2) For an earlier useful review of the tolerance literature see Sullivan and Transue 
(1999).

(3) This is not to imply that the only legitimate conceptualization of tolerance is that con
nected to liberal democratic theory (for various theories of tolerance, see Sullivan, Piere
son, and Marcus 1982). Indeed, Gibson (2004a) conceptualizes tolerance as an element of 
“reconciliation” (as in the South African truth and reconciliation process). That conceptu
alization is not incompatible with liberal democratic theory, even if it places emphasis on 
a slightly different theoretical approach.

(4) I do not discount the value of simply allowing all ideas—right and wrong—to have 
their say, to have what procedural justice scholars refer to as “voice” (e.g. Tyler and 
Mitchell 1994; Tyler et al. 1997). Procedural justice theories posit that allowing groups 
voice enhances the legitimacy of the democratic process, especially among those unable 
to win within majoritarian arenas.

(5) See Gibson (1988) for examples of the types of restrictions put on Communists in the 
US during the 1940s and 1950s. See also Goldstein (1978).
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(6) In the early party of the twenty‐first century, examples of this phenomenon are too nu
merous to catalog. The efforts of Robert Mugabe to maintain his power in Zimbabwe pro
vide an excellent exemplar.

(7) As I write this, the British are considering new proposals to ban pure speech in sup
port of such activities as suicide bombing. It remains to be seen whether such legislation 
will be acceptable to British judges and the British people.

(8) This issue is actually a bit more complicated given that political minorities typically 
need access to specific tactics (e.g. public demonstrations) that the majority does not re
quire or find useful. Thus, regimes sometimes invoke political equality when they ban all 
demonstrations, even if the effect of such bans falls quite disproportionately on different 
segments of the political community.

(9) On the measurement of tolerance and other democratic values see Finkel, Sigelman, 
and Humphries (1999).

(10) Sullivan et al. (1985) make the same argument about Israel.

(11) Note that Kuklinski and Cobb (1997) argue on the basis of a “list experiment” that 
roughly one‐half of white males in the American South are racist.

(12) Scholars have tried innovative methods for correcting for such bias (e.g. Wilson 
1994; Mondak and Sanders 2003), but it seems likely that the utility of asking questions 
about these groups will continue to diminish over time.

(13) One important drawback of the least‐liked technology is that it is quite costly in 
terms of questions and interview time and is difficult to administer via telephone inter
views.

(14) See Stouffer (1955). For an engaging and insightful analysis of how race and anti‐
communism got conflated in Texas in the 1950s (and in Houston in particular) see Car
leton (1985).

(15) To address this issue, one must ask questions about not just the most disliked group, 
but many different groups. So, for instance, the World Values Survey asked about only a 
single group, thus providing no information on breadth (Peffley and Rohrschneider 2003).
Gibson and Gouws (2003), on the other hand, asked about several groups, giving the au
thors at least some purchase on the breadth question. Providing a spatial analysis of the 
breadth of ideological difference deemed legitimate in a society (the breadth of the “loyal 
opposition”) seems to be an important but difficult research question for the field.

(16) Perhaps the only systematic comparison of the least‐liked measures of intolerance 
with the fixed‐group approach is the analysis of Gibson 1992b. The general conclusion of 
that research is that, at least under the circumstances of the United States in 1987, the 
two approaches generate similarly valid and reliable measures.
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(17) For a useful study of interethnic intolerance see Massey, Hodson, and Sekulić 1999. 
See also Gibson 2004a.

(18) Conversely, Sullivan, Piereson, and Marcus (1982, 4) argue that: “Tolerance … is not 
merely the absence of prejudice … The prejudiced person may in fact be tolerant, if he 
understands his prejudices and proceeds to permit the expression of those things toward 
which he is prejudiced.” They conclude: “Thus, the prejudiced person may be either toler
ant or intolerant, depending on what action he or she is prepared to take political
ly” (1982, 5).

(19) That sociotropic threat perceptions are the most influential type of threat implies 
that social identity concerns may play an important role in this process. That hypothesis 
has been investigated, but the results are too complicated to consider in this essay. For 
research on the role of group attachments in shaping identities see Gibson and Gouws 
(2000), and Gibson (2006b).

(20) An obvious example of free speech concerns being trumped is legislation and policy 
against so‐called hate speech. For a very interesting study of the impact of hate speech 
legislation on the intolerance of college students, see Chong (2006).

(21) This asymmetry may also extend to the connection between attitudes and actual be
havior, with intolerance more likely than tolerance to produce action. See Gibson and 
Bingham (1985); Barnum and Sullivan (1990); Marcus et al. (1995); and Gibson (2006a). 
Since studies of actual behavior are relatively rare, however, less confidence should be 
vested in this finding, as compared to the findings on persuadability.
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Abstract and Keywords

This article discusses the nature and importance of the relationship between social and 
political trust. The first section contains an account of the problems that define trust and 
a list of its main types. An outline of how trust is measured in empirical research is and 
how reliable and valid these measurements are can be found in the next section. The arti
cle ends with a list of the main theories of trust and the empirical evidence for these theo
ries.
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THE idea that trust is essential for social, economic, and political life is a very old one go
ing back at least to Confucius who suggested that trust, weapons, and food are the essen
tials of government: food, because well‐fed citizens are less likely to make trouble, trust 
because in the absence of food, citizens are likely to believe that their leaders are work
ing on the problem, and weapons in case neither of the other two work. In more recent 
times, Hobbes and Locke also wrote1 about the importance of trust, and Adam Smith 
pointed out that, without it, efficient economic transactions are impossible. Tocqueville 
placed trust, and voluntary association as the mechanism for creating it, at the centre of 
his understanding of stable democracy, an idea passed on by John Stuart Mill, Georg Sim
mel, Ferdinand Toennies, Emile Durkheim, and Max Weber into the twentieth century. In 
the last decade, there has been an explosion of interest in the concept, partly because of 
evidence of its decline in western societies, and partly because of the intense interest in 
theories of social capital. Social capital supposedly has important implications for a large 
number of diverse phenomena—from economic efficiency, educational attainment, and 
crime to longevity, good health, stable democracy, and life satisfaction—and trust is a cen
tral core of social capital, and the best single empirical indicator of it.2

(p. 343)
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This chapter considers the nature and importance of the relationship between social and 
political trust. It starts with an account of the problems of defining trust and identifies its 
main types. It then outlines how trust is measured in empirical research, and discusses 
the reliability and validity of these measures, and we consider some of the main theories 
of trust. It then examines the empirical evidence for these theories, before drawing some 
rather cautious conclusions. Since trust is a highly contested concept, and since the theo
ries start from different assumptions and reach different conclusions, the purpose of the 
chapter is less to provide final answers to questions about trust than to outline different 
approaches to studying trust and different ways of understanding its significance for con
temporary society and political life.

1 Defining and Measuring Trust and Types of 
Trust
There is much controversy about what social trust is, how it should be defined, and how it 
is distinguished from similar terms, such as mutuality, empathy, reciprocity, civility, re
spect, solidarity, and fraternity (see Barber 1983; Baier 1986; Gambetta 1988; Hardin 
1996; Misztal 1996; Seligman 1997; Warren 1999). Some claim that there are so many 
problems with the concept that we should drop the term and replace it with a better one. 
This seems like throwing out the baby with the bath water. We cannot assumed that any 
other term would be a better analytical tool until it is subjected to the same close and 
critical scrutiny as trust, when it would probably prove just as unsatisfactory. Trust is so 
closely associated with its synonyms that to substitute one of them is to simply pass on all 
the old problems. It is better to take the pragmatic view that there is no point in defining 
the essence of trust, because it has none. As Levi (1998, 79) writes, “Trust is not one 
thing and it does not have one source; it has a variety of forms and causes.” Therefore, 
we use the pragmatic approach of offering a working definition, identifying good mea
sures of it, and seeing where they get us. It turns out that for all the abstract theory 
about the deficiencies of the concept and its measurement, trust seems to be understood 
well enough by those who answer survey questions about it, and the attitudes of trust or 
distrust they express are quite closely aligned with the way they behave.

1.1 A Working Definition of Trust

We define trust as the belief that others will not deliberately or knowingly do us harm, if 
they can avoid it, and will look after our interests, if this is possible. This is (p. 344) consis
tent with a common sense idea of what trust is—that we trust others when we feel we can 
walk the streets without being mugged, will not be treated unjustly by officials, exploited 
at work, deceived by politicians, treated badly by friends, acquaintances, or strangers, or 
cheated in everyday life. It is also close to the academic definition of trust. Hardin (1998, 
12–15) defines trust as “encapsulated interest”, and Gambetta (1988, 217) argues that it 
is built on the belief that others will act beneficially rather than maliciously towards us. 
Warren (1999, 311) writes that trust involves shared interests and a lack of malice.
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One preliminary point is that we do not either trust or distrust, but do so to varying de
grees. In other words, trust is a variable that ranges along a continuum. Thus we use the 
shorthand terms trust and distrust, rather than the more accurate but clumsy terms such 
as “tending towards trust rather more than distrust.”

1.2 Types of Trust

It is essential to distinguish between social and political trust, or what is sometimes 
known as horizontal or interpersonal trust and vertical trust. People may trust those 
around them and not their political leaders, and although there may be a general associa
tion between social and political trust, as social capital theory suggests, this is an empiri
cal question. If we are to explore the social foundations of politics, a major task of politi
cal sociology, we must maintain a clear conceptual distinction between the social and the 
political.

In addition, it is now conventional to distinguish between trust in people and confidence 
in institutions (Seligman 1997; Giddens 1990, 83–8). Citizens may trust in friends, neigh
bours, colleagues, and countrymen, about whom they have personal knowledge, but have 
confidence in institutions such as parliament, the state bureaucracy, and the courts, 
based upon their sense of how these institutions work. Institutions are based on systems, 
rules, and formal procedures that operate independently of the face‐to‐face relations of 
personal trust. Following this distinction, most survey questions ask about trust in people 
and confidence in institutions. Institutional confidence comes close to the concept of le
gitimation, which has a more profound importance for the system of government than 
trust in particular political leaders or the government of the day (Evans 1996; Warren 
1999). In Easton's terms (1965, 1975) institutional confidence is a measure of support for 
the political regime that is more important for our understanding of political stability than 
more volatile measures of support for authorities.

A third important distinction is between specific, thick, or particularized social trust, on 
the one hand, and generalized, thin, or abstract trust on the other. The former is based on 
personal, first‐hand knowledge of individuals (trust in a friend), the latter on more gener
al information about social groups and situations. I trust (or distrust) the people I know 
because I know them, and I trust (or distrust) my fellow countrymen not because I know 
them personally, but because I have first‐hand knowledge of how society generally works: 
it is safe to walk this street, not that (p. 345) one: it is safe to walk through the park dur
ing the day, but not at night: it is safe to trust registered taxi drivers but not the pirate 
cabs. In modern, large‐scale, geographically mobile, mixed and multicultural societies, 
trust in strangers is particularly important, especially in strangers who are not like us. In 

Granovetter's (1973) famous phrase, the “strength of weak ties” becomes more important 
as the scale and impersonality of society grows. This makes theories of generalized trust 
all the more crucial for understanding the social integration and stability of modern soci
ety.
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1.3 Measuring Trust

Trust is contingent upon people and circumstance: I trust a friend to recommend a good 
book but not to drive my car safely; I trust the professionalism of airline pilots but this 
does not necessarily extend beyond their occupational capacities; I trust a colleague to 
turn up to lectures on time but not to meet a writing deadline.3 For this reason, some ar
gue that there is no meaningful survey question about trust in general. Only questions 
specifying exactly the object and circumstances of trust make sense, but then the ques
tion ceases to have general interest or validity.4 Anything more general is likely to pro
duce unreliable, meaningless, and random responses of the “door‐step opinion” kind. Be
sides, if social scientists themselves cannot arrive at a common understanding of trust, 
why should survey respondents do so?

Survey research evidence does not support these doubts. First, cross‐national surveys 
hold few surprises. The World Values surveys, for example, ask the standard question 
about generalized social trust, and finds that Denmark, Norway, Sweden, the Nether
lands, and Finland are at the top of the international league table, separated by 50 or 
more percentage points from Brazil, Tanzania, Uganda, the Philippines, and Romania at 
the bottom (see Table 18.1). The standard question about confidence in parliament is 
probably a less reliable indicator, since Vietnam, China, Bangladesh, and Tanzania are at 
the top of the global league table. Nevertheless, Norway, Luxembourg, the Netherlands, 
Sweden, and Denmark have scores between 70 and 49 percent, while Macedonia, Peru, 
Lithuania, South Korea, and Argentina have 11 percent or less (Table 18.2). With some 
significant exceptions, the confidence in parliament scores are what one might expect. 
Confidence in parliament correlates significantly with Freedom House scores for democ
racy (Inglehart 1997; Newton 2001a), which suggests that attitudes correspond quite 
closely with objective measures. Far from being a set of unreliable, random, and meaning
less results, these figures are in danger of being yawningly obvious.

Moreover, surveys suggest that the classic set of trust questions—the much tried and test
ed Rosenberg scale—works well as a reliable and valid measure of social (p. 346)  trust.5

These questions scale well, showing that the great majority of respondents, whatever 
they may understand by the questions, answer them in a consistent and non‐random 
way.6 The measure of generalized trust also seems to do what it claims. Analyzing a sur
vey that asked more than a dozen different kinds of questions about whom and what peo
ple trust, Uslaner (2002, 54) finds that the measure of generalized (p. 347)  trust loads 
heavily on trust in strangers.7 He concludes that the question really does measure gener
alized trust. Finally Yamagishi and colleagues (Yamagishi, Hayashi, and Jin 1994; Yamag
ishi and Yamagishi 1994) provide some experimental evidence to show that those who ex
press trusting attitudes also tend to behave in a trusting way.
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Table 18.1 Generalized social trust in 83 nations, 2000 (%)
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Denmark 67 USA 36 Czech Rep. 24 Slovakia 16

Sweden 66 Germany 35 Greece 24 Turkey 16

Iran 65 Ireland 35 Morocco 24 Venezuela 16

Norway 65 Austria 34 Russia 24 Argentina 15

Nether
lands

60 Mont'gro 34 Chile 23 El Sal
vador

15

Finland 58 Italy 33 Estonia 23 Moldova 15

China 56 Belgium 31 Puerto Ri
co

23 Macedonia 14

Indonesia 52 Pakistan 31 France 22 S. Africa 12

New 
Zealand

49 UK 30 Hungary 22 Zimbabwe 12

Japan 43 Jordan 28 Slovenia 22 Algeria 11

Belarus 41 Bulgaria 27 Uruguay 22 Colombia 11

Iceland 41 S. Korea 27 Azerbaijan 21 Peru 11
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India 41 Ukraine 27 Malta 21 Portugal 10

Vietnam 41 Dom. Rep. 26 Mexico 21 Romania 10

Switzer
land

41 Luxem
bourg

26 Croatia 19 Philippines 8

Australia 40 Nigeria 26 Georgia 19 Uganda 8

N. Ireland 40 Armenia 25 Poland 19 Tanzania 8

Canada 39 Lithuania 25 Serbia 19 Brazil 3

Taiwan 38 Albania 24 Latvia 17

Egypt 38 Israel 24 Singapore 17

Spain 36 Bangla. 24 Bosnia 16

Source: World Values Survey Wave IV, 1999–2000.

Note: Entries are the percentage of the adult population saying “most people can be trusted” when asked the stan
dard generalized social trust question “Generally speaking, would you say that most people can be trusted or that 
you can't be too careful in dealing with people?”
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Table 18.2 Confidence in parliament in 77 nations, 2000 (%)
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Vietnam 98 Zimbabwe 50 USA 38 Ukraine 27

China 95 Denmark 49 Belgium 36 Colombia 25

Banglades
h

89 Portugal 49 Germany 36 Slovenia 25

Tanzania 79 Spain 48 UK 36 Greece 24

Uganda 77 Taiwan 46 Chile 35 Croatia 23

Pakistan 76 Albania 45 Moldova 35 Mexico 23

Azerbaijan 74 Nigeria 45 Brazil 34 Serbia 23

Iceland 72 Finland 44 Hungary 34 Japan 22

Iran 70 Switzer
land

44 Italy 34 Morocco 22

Norway 70 Indonesia 43 Algeria 33 Bosnia 20

Egypt 68 Turkey 43 Poland 33 Romania 19

Jordan 65 Slovakia 42 Montene
gro

33 Russia 19
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Luxem
bourg

63 Uruguay 42 Australia 31 New 
Zealand

15

Philippines 62 Austria 41 El Sal
vador

31 Czech Rep. 12

S. Africa 60 Canada 41 Ireland 31 Dom. Rep. 12

India 55 France 41 Armenia 30 Argentina 11

Nether
lands

55 Georgia 41 Latvia 28 S. Korea 11

Malta 52 N. Ireland 40 Bulgaria 27 Lithuania 11

Sweden 51 Belarus 38 Estonia 27 Peru 10

Ukraine 27 Macedonia 7

Note: The figures are the percentages who respond “a great deal/quite a lot” to the question “for each item listed, 
how much confidence do you have in them, is it a great deal, quite a lot, not very much, or none at all? Parliament.”
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Surveys of trust and confidence do not find the large and random fluctuations in respons
es that one would expect of questions of doubtful reliability, validity, and meaning. On the 
contrary, they show a good deal of stability over time. For example, Delhey and Newton 
(2005) find a correlation of 0.88 (Pearson's r,) between trust scores for thirty‐two coun
tries in 1990 and 1995.8 Uslaner (2002, 66–7) finds that individual responses to the stan
dard trust question in a three‐wave panel study (1972–4–6) show remarkable consistency 
over time, and concludes that trust is an (p. 348) enduring value. Similarly, case studies of 
large changes in confidence in parliament in four developed democracies find that they 
correspond to real political and economic events, as we will see later in this chapter. 
None of this suggests that respondents are not able to answer the trust and confidence 
questions sensibly or consistently, or that there is no such thing as generalized trust as 
against trust in particular people and institutions in particular circumstances.

2 Theories of Social Trust
Trust is not a natural or innate characteristic (Ridley 1997). It is a form of learned behav
ior, and because it involves taking risks—a willingness to bank on the trustworthiness of 
others—individuals update their sense of trust according to daily experiences (Dasgupta 
1988; Hardin 1993; also Uslaner 2002). The question naturally arises of why and under 
what circumstances we decide to take the risk and trust others or invest institutions with 
a degree of confidence? There are different approaches to this apparently simple ques
tion, depending on the type of trust, but also on fundamentally different approaches to so
cial science explanation.

2.1 Particularized Trust in Small Communities

The simplest kind of trust of the thick or specific type is the easiest to explain. It is typi
cally found in comparatively small, clearly bounded and strongly bonded communities 
consisting of similar kinds of people who are dependent upon each other, and who inter
act closely together (Williams 1988). The members of such communities are socialized in
to a relatively homogeneous culture. Social sanctions are powerful and difficult to escape 
because the community is clearly bounded. The great merit of specific trust is that it 
binds the community strongly. Its problem, of course, is that out‐groups and strangers are 
likely to be distrusted (Gambetta 1988). This raises the important point that trust, like so
cial capital, has its good and bad aspects. Trust within a closed circle of mafia members is 
good for the mafia, but not necessarily for anybody else. Trust within the Protestants and 
Catholic communities of Northern Ireland is one thing, trust that spans religious, ethnic, 
or class groups in society is another. It may even be that distrust of the wider society 
forces people back to intense particular trust in the family—the amoral familism on which
Edward Banfield (1958) writes—just as authoritarian and totalitarian political systems 
seem to undermine generalized trust and oblige citizens to rely in daily life on particular
ized trust (Mischler and Rose 1997; Sztompka 2000). At any rate, modern large‐scale and 
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heterogeneous society cannot be based upon particularized or thick trust, which is why 
attention has concentrated heavily on generalized social trust.

(p. 349) 2.2 Generalized Trust in Large‐scale Society

Modern, large‐scale societies do not necessarily lack thick or specific trust, but general
ized trust in strangers is also important because in these societies much social interac
tion is between people who neither know one another nor share a common social back
ground. At the same time, urban societies have a double problem. First, small and intense 
communities of the kind capable of teaching and sustaining thick trust, are increasingly 
rare in modern, large‐scale societies. They have to rely on more diffuse and amorphous 
mechanisms to sustain generalized trust. Yet, at the same time, generalized social trust is 
more difficult to explain and assimilate than particularized trust. I understand why I 
should trust or distrust the people I know, but why should I trust comparative strangers, 
some of whom may not be of my religion, ethnic background, or culture? Where does 
such trust come from? There are three main theories: rational‐choice, social‐psychologi
cal, and societal ones.

2.2.1 Rational‐choice Trust
Rational‐choice theorists see generalized social trust as a rational, tit‐for‐tat calculation, 
in which we recognize that we have to treat others in a trustworthy manner to have any 
hope of them doing the same for us. Rational trust of this kind is self‐interest rightly un
derstood.9 The problem is the difficulty of falsifying the proposition. To do so we need a 
way of distinguishing between actions that are self‐interested and other‐interested, and in 
the same way that we can construe everything and everything we do as the pursuit of 
pleasure, so we can define all our actions as self‐interested. If man serves himself by serv
ing others then even the most altruistic and selfless action can be interpreted as the 
clever and far sighted pursuit of self‐interest. On the other hand, a less restricted ap
proach suggests that there seem to be many examples of people acting in a trustworthy 
manner even though it seems not to be in their own interests, or at least in their own im
mediate interests. If it is rationally self‐interested to betray trust, defect from agree
ments, and free‐ride on the occasions where we can get away with it, then many people 
are not rational a lot of the time. Most people do not see the world this way because oth
er calculations and values enter into their social relations. Finally, trust is a “bootstraps” 
concept; we need a minimum of trust before we can even enter into normal trusting rela
tionships. In the same way that purely economic relations need trust as a precondition for 
their existence, a degree of trust is a precondition for establishing the kind of social rela
tions on which social trust can develop.10 To this extent, the rational explanation of trust 
seems to assume away the puzzle of its existence (cf. Blackburn 1998; Warren 1999).

2.2.2 Social‐psychological Theories
One way of avoiding this problem is to argue, as social‐psychologists do, that trust is 
learned in early childhood and becomes part of a core personality syndrome. (p. 350) Ac
cording to this theory, people acquire a trusting or distrusting disposition as a result of 
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relations with adults in early childhood, particularly with a mother or mother figure. Once 
established, trusting dispositions tend to persist as a central feature of the individual's 
psychological make‐up, unless challenged by trauma (Uslaner 2002, 89). Consequently, 
people carry their sense of trust with them through their lives and in different sorts of cir
cumstances. Trust is an intrinsic part of a larger syndrome of personality characteristics, 
including a sense of optimism, a sense of control over ones own life, and a belief in the 
possibility of cooperation with others. (Erikson 1950; Allport 1961; Cattell 1965; Rosen
berg 1956, 1957; Uslaner 1999, 2000, 2002). In short, this approach maintains that trust 
is learned at an early age, when it becomes a core feature of a personality syndrome that 
includes having a confident, optimistic, and cooperative disposition.

A variation of the social‐psychology approach places less importance on early childhood 
socialization than on everyday experiences in later life. According to this view, trust is not 
a core personality trait so much as a product of an individual's life experience. This ap
proach looks for correlations between trust and objective individual characteristics often 
associated with patterns of life experience (class and income, education, age, gender, reli
gion, ethnicity, and personal experiences such as unemployment, divorce, and having a 
close circle of friends), and with subjective attitudes such as job satisfaction, life satisfac
tion, happiness, and perhaps a sense of anxiety, insecurity, and lack of control in life.

Both social‐psychological approaches see trust as a bottom‐up phenomenon based on in
dividual psychology and experience. Both expect to find a connection between trust and 
the personal psychological or social characteristics of individuals. According to Portes 
(1998, 21) “the greatest theoretical promise of social capital lies at the individual level,” 
as Bourdieu (1986) and Coleman (1988, 1990) conceived it.

2.2.3 Societal Theories
A different view of generalized social trust sees it not so much as the property of individu
als, but as a collective feature of society. When answering the survey questions about 
trust, respondents tell us less about themselves and their personal inclinations, and more 
about how they evaluate the trustworthiness of the people in the world around them. 
Those who believe that others generally behave in a trustworthy manner are likely to say 
that they trust; those who believe that others are not trustworthy are likely to express dis
trust. In this sense, social trust is based on daily experience of social relations, and re
sponses to the generalized trust question can be taken as a measure—a litmus paper test
—of how people actually treat each other in the respondent's society. Trust is not a mind
set that people have inside themselves, but a collective property of social systems. It 
forms the context of social relations and it is based on experience of social relations; 
therefore it influences how individuals relate to others, and it influences how individuals 
respond to survey questions about generalized trust (Levi 1996; Putnam 2000; Newton 
2001b; Maloney, Smith, and Stoker 2001).

(p. 351)
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Individuals can both consume and produce trust, but they do so in the sense of consum
ing and producing an indivisible social good. Acting in a trustworthy manner reinforces 
the climate of trust, and helps to preserve a virtuous circle in which others do the same. 
The more trustworthy others are, the more it makes sense to take the risks implicit in 
trust, the more trustworthy my own behavior and that of others is likely to be, and the 
more trust is likely to be expressed by society in general.11

The individual and the societal views of trust are clearly not incompatible. Individuals in a 
given society may vary in their willingness to trust according to their personality types 
formed by early socialization or by later life experiences. Some societies may have higher 
levels of trust than others according to their social, economic, and political circum
stances, irrespective of their distribution of personality and social types. This view is con
sistent with the argument that generalized social trust in modern, large‐scale society is 
associated with a wide range of institutional mechanisms of social control that are de
signed, among other things, to reinforce trustworthy behavior.

A mental experiment illustrates this view of trust. Imagine taking a taxi in Copenhagen in 
the middle of the night and trusting the taxi driver not to cheat you. After all, Copen
hagen is a law abiding place, the taxi has a meter and a number, the city and the country 
has an elaborate set of local rules governing the taxi business, and a reliable system of 
implementing and monitoring them. Then imagine taking another taxi ride in the middle 
of the night with, as it happens, exactly the same driver, but this time in Rio de Janeiro, 
one of the world's more lawless and low‐trust cities, where the taxi has no meter, no num
ber, and no back‐up system of control. Now I am a trusting sort of chap, but should I be 
as trusting in Rio as in Copenhagen? It would not be wise.

This account of trust and trustworthiness may throw light on the nature of trust but it 
does not explain where it comes from. One answer is the classical theory that we learn to 
trust by interacting with others in voluntary associations. These are the “free schools of 
democracy” that teach us “the habits of the heart” on which democracy and social harmo
ny rest—reciprocity, empathy, understanding, trust, cooperation, compromise, and a ca
pacity to rub along in an adequately peaceful way with others so that we all benefit in the 
end. Voluntary associations represent our interests in the conflicts over public policies 
but they also draw us into civic engagement and get us involved in our communities in a 
satisfying and productive manner.

A different account of trust in modern society brings institutions back in, that is institu
tions with a bearing on trustworthy behavior. These include public bureaucracies, espe
cially the police, courts, the law, and state bureaucracies, and their universal code of op
eration, as well as a wide range of professional and commercial organizations and their 
codes of practice. Every time we visit the dentist, the doctor, (p. 352) the bank, a restau
rant, a shop, or a cinema, and every time we use a lift, travel on a bus, train, or plane, 
even cross a bridge or walk in the street, we trust the individuals, equipment, infrastruc
ture, and public regulation of these things. We do this not because we know much, if any
thing, about the particular people or equipment or rules of conduct involved, but because 
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we place trust in a system that trains people for their jobs, monitors their performance 
and health, regulates their working hours, checks the safety of brakes, engines, machin
ery, the public health provisions of public places, and the brick and metalwork of build
ings, bridges, and railways. Even the teaching and research of university professors are 
increasingly regulated, monitored, and evaluated.

It does not follow that the institutionalized monitoring and regulation of behavior is the 
only source of social trust in the modern world, for it surely is not. Nor does it follow that 
monitoring and regulation always have their desired effect, for they surely do not. In fact, 
their increasing use by public and private agencies may undermine trust because their 
very use signals an unwillingness to trust people in the first place. As O'Neill (2002, 19) 
puts it, “Plants don't flourish when we pull them up too often to check how their roots are 
growing: political, institutional and professional life too may not flourish if we constantly 
uproot it to demonstrate that everything is transparent and trustworthy”. One of the 
paradoxes of trust is that it involves risk, but modern society often goes to extreme 
lengths to minimize risk, so it imposes elaborates rules to enforce trustworthiness, which 
undermines trust.

2.3 Individual‐level Empirical Research

Empirical research at the individual level has not been conspicuously successful in estab
lishing the origins and the consequences of social trust or its connection with political 
trust. There is some evidence that the socially trusting are the winners in society, as mea
sured by money, status, education, job and life satisfaction, and subjective happiness 
(Newton 1999a; Whiteley 1999; Putnam 2000; Patterson 1999; Delhey and Newton 2003; 
Stolle 2001). It is not difficult to imagine why the relatively affluent, well‐educated, and 
high‐status members of society tend to express trust, whereas those in the slums do not.

Political trust and confidence do not seem to overlap much, if at all, with social trust 
(Kaase 1999; Newton 2001b). Most research finds that the social trust is independent of 
political confidence, and the politically trusting are, if anything, even more randomly dis
tributed among social groups than the socially trusting (Abramson 1983; Lawrence 
1997).12 Political trust is better explained by political rather than social variables—sup
port for the governing party or coalition, national pride, interest in politics, and belief in 
open government (Newton 1999b; Newton and Norris 2000; Anderson and LoTempio 
2002). Once again, it is not surprising that (p. 353) social trust at the individual level is 
best explained by social variables, whereas political trust is best explained by political 
factors.

At the same time, the most notable thing about attempts to explain individual variations 
in social trust is the poor results. Statistically, the associations between generalized social 
trust and individual characteristics are rather weak and patchy, and even the strongest 
combination of variables usually explains a rather small proportion of the variance. In this 
sense individual variables, social or psychological, have not explained social trust at all 
well, although they should not be completely dismissed.
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One notable absentee from the list of variables associated with social and political trust is 
membership of voluntary associations. Although group membership is heavily emphasized 
by many major social theorists of the nineteenth and twentieth centuries, as well as the 
recent civil society and social capital literatures, there is little evidence to support the 
claim. By and large, research shows that involvement with voluntary associations (mem
bership of, multiple membership of, and activity in) has a weak bearing on trust, and on 
many other forms of social attitudes and behavior (Stolle 2001; Delhey and Newton 2003; 
Wollebaek and Selle 2003; Uslaner 2006). The association with political attitudes and be
havior is even weaker (Van Deth 2000; Dekker, Koopmans, and van den Broak 1997; 
Knack and Keefer 1997; Torcal and Montero 1999; Newton 1999a, 1999b; Stolle and Ro
chon 2001; Whiteley 1999; Booth and Richard 2001; Vazquez and Olmos 2003). Two re
cent reviews of the literature bluntly reject the claim that we learn to trust by interacting 
with others in voluntary associations (Uslaner 1999,145–6; Hooghe 2003a, 2003c). Nor is 
there a strong link between social trust and civic engagement (Uslaner 2002, ch. 5).

On reflection it is difficult to see why voluntary associations might be important in this 
particular respect. Most people do not devote a great deal of time or emotional energy to 
them, compared with their jobs, family, neighborhood, and school (Newton 1997, 579). It 
is as likely that the trusting join associations, as that associations generate trust (Stolle 
and Hooghe 2004; Stolle 2001; Jennings and Stoker 2004). Besides, it is difficult to know 
how contact with people we know can teach us trust in people we do not know, especially 
when voluntary associations are usually composed of like‐minded people with a similar 
social background (Rosenblum 1998; Uslaner 2006).

In sum, social and political trust when viewed from the individual level is a puzzle. As a 
dependent variable it is difficult to explain; and as an independent variable it does not 
seem to explain much. Indeed, from the individual perspective, it is difficult to know what 
all the fuss is about.

2.4 Cross‐national Empirical Research

Fortunately, cross‐national research shows a much stronger connection between social 
and political trust, and between social trust and a variety of social, economic, and politi
cal circumstances. Most studies find significant correlations between generalized social 
trust and a string of political measures such as satisfaction with (p. 354) democracy, satis
faction with government, confidence in public institutions (police, courts, parliament, civil 
service, cabinets, and government) and objective measures of democracy and the work
ings of democratic government (Newton 1999b, 2001b; Newton and Norris 2000; Ingle
hart 1997, 1999). Political systems and institutions that perform with fairness and impar
tiality encourage individuals to behave the same way, pay their taxes, respect the public 
interest, play their part as citizens, support the institutions of government, not free‐ride, 
and trust their fellow citizens (Dunn 1990; Foley and Edwards 2001; Levi 1998; Brehm 
and Rahn 1997; Scholz 1998; Pagden 1988; Offe 1999; Rothstein 2000; Rothstein and 
Stolle 2003; Huysseune 2003). The implications are that not only can social trust between 
citizens help to create social conditions that underpin stable democratic government, but 
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systems of government can make it possible for citizens to behave in a trustworthy man
ner by virtue of institutions that regulate social relations (police and the courts) and that 
set frameworks for all sorts of social activities (education, civil service, local govern
ment).13

Putnam, Pharr, and Dalton (2000, 26; see also Newton and Norris, 2000; Van der Meer 
2003) extend this line of reasoning to the “rainmaker hypothesis.” This argues that in the 
same way that rain from the skies falls on the just and the unjust alike, so also the opera
tion of government institutions affect all citizens in a country to a greater or lesser ex
tent, irrespective of whether they are trusting or distrusting individuals. Trusting atti
tudes and trustworthy behavior is more likely in countries with an honest and corruption‐
free police force, legal system, and public bureaucracy to enforce the social order. These 
institutions create a framework that makes it possible to behave in a trustworthy manner 
and not suffer for it.14 Citizens are less likely to pay their taxes in a climate of distrust 
where bureaucrats are corrupt (Scholz 1998). Social distrust goes hand in hand with in
stitutionalized corruption (Delhey and Newton 2005). Trust is higher in welfare systems 
based on universal principles than in those using means testing, which are more likely to 
create distrust and suspicion among the public and between citizen and welfare officials 
(Rothstein 1998; Rothstein and Stolle 2003). Elections can create social trust (Rahn, 
Brehm, and Carlson 1999), just as authoritarian or totalitarian governments can help to 
destroy it (Mischler and Rose 1997).

Although any country has its particular distribution of trusting personality types, the dif
ferences between countries like Denmark and Sweden, where 67 and 66 percent of the 
population expresses trust, and Brazil and Tanzania, where 3 and 8 percent do, is likely to 
be attributable to social and political institutions as much as to social‐psychological fac
tors. The Norwegians and Danes trust each other because their daily experience suggests 
that this is sensible, and it is sensible because they live in societies whose institutions fa
cilitate trustworthy behavior. In other words, Danes and Norwegians say they trust their 
fellow citizens because their fellow citizens are (p. 355) trustworthy. And Danish and Nor
wegian society is trustworthy because (at least in part) their institutions of democracy, 
administration, law enforcement, civil society, and welfare are relatively fair, just, impar
tial and corruption‐free in their operations. These make it easier and normal to behave in 
a trustworthy manner, while not being unduly disadvantaged by a minority who might be 
prepared to exploit the trusting.

2.5 Systems of Social and Political Trust

Cross‐national comparative research shows that social and political trust are generally 
embedded in a larger complex of social, economic, and political features of society (Put
nam 1993; Knack and Keefer 1997; Tyler 1998; Booth and Richard 2001; Newton 2001b; 
Inglehart and Welzel 2005; Weingast 1998; Levi and Stoker 2000; Knack 2002; Begum 
2003; Warner 2003). Four sets of influences seem to be particularly closely associated 
with generalized social trust (Delhey and Newton 2005). The first, good government, is a 
composite index of national measures of the rule of law, government effectiveness, politi
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cal stability, years of democracy, and a law and order index (Delhey and Newton 2005). 
These variables themselves form a tight part and parcel of a single syndrome of national 
characteristics. Second, national wealth (a simple measure of GDP per capita) and in
come equality are associated with high trust. It seems that for poor countries it is wealth 
that matters, but for rich countries it is income equality that matters so far as social trust 
is concerned. Third, and further back in the causal chain, trust is associated with ethnic 
homogeneity. The more ethnically, religiously, or linguistically fragmented a society, the 
lower its social trust is likely to be. And last, of all the world's religions, a Protestant ma
jority (or large minority) is the only one that seems to make a difference to trust levels.

These factors are often so closely associated with one another that they are difficult to 
disentangle. Protestantism is closely aligned historically with capitalism, economic 
growth, and income equality. Wealthy nations are often democratically developed with ef
fective and efficient public institutions that command the confidence of their citizens. 
Ethnic homogeneity makes it easier to govern, and may facilitate the redistribution of 
wealth. There is a connection between the individualism and self‐government of the 
Protestant ethic and democracy. In short, generalized social trust is often part of a tight 
syndrome of social, economic, and political features of nations.

3 Conclusions
Research on social and political trust is a difficult project. Trust is a complicated concept, 
difficult to define and closely tied, conceptually and empirically, to many social and politi
cal attitudes and forms of behavior. It is claimed to be a major factor (p. 356) in a long and 
varied list of social goods: trusting individuals are said to live longer, happier, and more 
healthy lives; high‐trust societies are said to be wealthier and more democratic; trusting 
communities are supposed to have better schools and lower crime rates. The fact that 
trust can be simultaneously cast as (1) both an individual and collective property; (2) a 
private and a collective good; (3) something that individuals and society people can pro
duce and consume; (4) both a possible cause and consequence of a wide range of impor
tant social and political attitudes and behaviors; and (5) both a foundation and product of 
democratic institutions and politics, further complicates matters.

The importance of trust is that it might lie at the heart of a powerful explanatory social 
nexus, but this only produces the difficulty that it is also part of a close family of social, 
economic, and political phenomena that are difficult to study empirically, and virtually im
possible to disentangle one variable from another. If trust is linked in so many ways to so 
many things, how can we be sure that it is trust that matters, and not some combination 
of its close correlates? And even if we can isolate trust as an important variable, how are 
we to decide whether it is cause or effect? There is good evidence that income equality is 
linked to trust, but does trust make it easier to redistribute income, or is it that greater 
equality encourages trust? Does the fact that social trust and democracy go together tell 
us that it is easier to build democracy in a society where individuals trust each other, or 
that democracy creates trust? At the same time, it is easy to fall into circular arguments: 



Social and Political Trust

Page 19 of 28

trust helps to generate a social outcome; and we can judge the existence and importance 
of trust from the presence of this outcome (Portes 1998).

Given all these difficulties it is not unexpected that theoretical and empirical research is 
controversial and often inconclusive. But in an attempt to cut through some of the diffi
culties it might be helpful to offer three tentative conclusions based on the theory and ev
idence covered in this chapter. First, voluntary associations do not seem to matter. It may 
well be that voluntary associations count in all sorts of other ways, but where social capi
tal and civil society theories are concerned, it is notable that most individual and aggre
gate studies find little support for the idea that membership of, or activity in, voluntary 
associations generates social trust. It may be that current work on bonding and bridging 
associations will find the evidence, but meanwhile there is little to encourage the classi
cal theory that links voluntary involvement with the habits of the heart that sustain social 
integration and democratic stability.

Second, individual‐level studies of social and political trust have not generally produced 
particularly strong or robust results that help us understand the origins of trust or its 
consequences. Social trust is generally rather weakly associated with individual charac
teristics of an objective and subjective nature. It is true that social trust seems to be a 
privilege of the rich, successful, and educated, and it is true that the trusting people are 
often happy and satisfied with their life, but the pattern is not a notably strong one. In re
gression analysis terms, these sorts of variables explain only a small proportion of the 
variance. Political trust is usually even more randomly distributed between social groups. 
It is more closely associated with (p. 357) political variables such as national pride, sup
port for the governing party or coalition, and interest in politics. Most studies find slight 
connection between social and political trust, and between social trust and forms of social 
participation, democratic behavior, and civic engagement. In this sense trust is a puzzling 
concept: its individual origins are largely unexplained; and its individual effects are hard 
to find.

Third, the good and positive news is that there is stronger and more consistent evidence 
that social and political institutions and the way they work have profound implications for 
social trust, as well as political trust and confidence. For example, generalized social trust 
is higher the better a nation's Freedom House score for democracy, the longer the nation 
has been a democracy, the more it is run according to the rule of law, the more effective 
its government institutions, and the less corruption there is. Generalized social trust is 
higher in countries that express more confidence in parliament and greater satisfaction 
with democracy. Social trust is higher in wealthier societies, and among wealthier soci
eties it is higher in more equal ones. It is higher in states with universalistic rather than 
selective welfare systems. This suggests that trust may well be a top‐down phenomenon 
that is influenced by the nature and operation of social and political institutions, as much 
as a bottom‐up phenomenon built upon patterns of childhood socialization and the life ex
periences of individual citizens. If this is so, then research on social and political trust of 
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a cross‐national research or aggregate nature is likely to yield better returns than studies 
that take individuals as their unit of analysis.
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Notes:

(1) For a useful account of the development of theoretical work on trust in western social 
and political thought see Misztal (1996).
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(2) This is not to say that trust is the only component of social capital, or that all compo
nents will have the same causes and consequences for social, economic, and political life 

(Knack 2002, 783; and Stolle chapter in this volume).

(3) Or as one commentators puts it, “I would trust Clinton with the economy but not my 
daughter. I would trust George W. Bush with my daughter but not the economy.”

(4) Similarly, Fine (2001, 93) argues that social capital is too flexible a concept to have ex
planatory meaning.

(5) It consists of three questions:

“Generally speaking, would you say that most people can be trusted or that you can't be 
too careful in dealing with others?” (Generalized trust)

Would you say that most of the time people try to be helpful or are they mostly looking 
out for themselves? (Helpfulness)

Do you think that most people would try to take advantage of you if they got a chance or 
would they try to be fair? (Fairness)

(6) A principle component analysis of individual responses to the Rosenberg trust reveals 
one main component, with KMO measures of between 62 and 74, that explains between 
66% and 87% of the variance in thirteen countries (Zmerli, Newton, and Montero 2007).

(7) Factor analysis shows three independent dimensions that correspond to trust in 
strangers (generalized social trust), trust in friends and family (particularized social 
trust), and trust in government (political trust). This validates empirically the distinctions 
between social and political trust, and particularized and specific social trust.

(8) On the stability of national trust scores over time see also Knack and Keefer (1997, 
1262).

(9) The phrase “self interest rightly understood” is Tocqueville's (1945, 129–32) where he 
argues, as does Adam Smith, that “man serves himself in serving his fellow creatures.”

(10) This is Durkheim's critique of rational, self‐interested utilitarianism (see Misztal 
1996: 42–9).

(11) It does not follow that trust or social capital is equally distributed across all sections 
of the population in a society. It is not (Hall 1999; Edwards and Foley 2001; Maloney, 
Smith, and Stoker 2004; Li, Savage, and Pickles 2003).

(12) However, low and insignificant correlations between generalized social trust and po
litical confidence may be the result of poor and blunt measures of these variables—see 
Zmerli, Newton, and Montero (forthcoming).

(13) Solt (2004) is one of the few aggregate studies that finds nothing to support social 
capital.



Social and Political Trust

Page 28 of 28

(14) There is a stronger correlation between generalized social trust and confidence in 
the police and legal system, than confidence in other public institutions, because, it might 
be argued, the police and the courts are particulary important for relations of social trust 
between ordinary citizens (Newton 2001a, 1134).

Kenneth Newton

Professor Emeritus of Comparative Politics, University of Southampton
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attitudes. These state attitudes are: general welfare state support, specific policy prefer
ences about various aspects or parts of the welfare state, and specific policy evaluations 
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CITIZENS' attitudes towards welfare state policies merit attention for at least two rea
sons.1 First, such policies comprise a sizeable share of total public spending in rich indus
trialized countries. Thus, welfare state attitudes concern a cornerstone of public policy. 
Second, such attitudes not only reveal substantive political preferences, but also hint at 
which type of democracy citizens favor. As discussed at length in the chapter by 
Thomassen, a long‐standing tension in democratic thought concerns the values of equali
ty and freedom. Both are intrinsic to democracy, but their precise nature and balance are 
contested. The welfare state is relevant here as it is arguably the main policy instrument 
for altering the balance and nature of equality and freedom.

(p. 363)

Empirical research on welfare state attitudes has grown exponentially over the last thirty 
years. Initially, a slow development took place within countries, building on national data 
sources such as election studies. In a later phase, national data were painstakingly as
sembled and analyzed by comparative pioneers such as Coughlin (1980). In recent years, 
the availability of genuinely comparable and repeatedly collected data has fueled an im
pressive development. Also, the spread of democracy has generated scientific attention to 
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countries outside the older and richer western democracies, not least the post‐communist 
countries of central and eastern Europe (Wegener 2000; Örkény and Székely 2000). Still, 
as this review will inevitably reveal, a disproportionate amount of research efforts have 
been carried out in roughly the OECD area.

Many researchers have found it worthwhile to think about welfare state attitudes in 
terms of a hierarchy of abstraction levels. For instance, Coughlin (1980) concluded that 
mass publics in western countries differed from each other with respect to generalized, 
ideological welfare state support, with citizens in low‐spending countries being more gen
erally suspicious towards the welfare state. At the same time, attitudes towards specific 
programs and services tended to be largely positive in most countries. Similarly, Goodsell 
(1983) reported that whereas a majority of Americans were ideologically suspicious of 
public welfare and government spending, only a minority tended to be dissatisfied with 
how public schemes perform in practice.

Based on findings such as these, I distinguish between three levels of welfare state atti
tudes. At each level one can further separate between different dimensions, objects, and 
aspects. First, at the most abstract level we find symbolic, generalized, and value‐laden 
orientations towards overarching concepts such as “equality,” “redistribution,” “the pub
lic sector,” “taxation,” and “privatization.” As shorthand, one may refer to this level as 
“general welfare state support.” Second, at a middle level we have specific policy prefer
ences about various aspects or parts of the welfare state. Third, at the bottom of the hier
archy one finds even more specific evaluations of welfare state‐related “performance.”

I consider each of these levels in turn, after which I proceed to a number of explanatory 
themes and topics around which empirical findings have accumulated. These themes in
clude (1) macro‐contextual factors and development over time; (2) the role of social class 
in structuring attitudes; (3) the impact of narrow self‐interest; (4) distributive and proce
dural justice concerns; and (5) policy feedback effects on attitudes and behavior. I finish 
by hinting at three promising emerging areas that will hopefully receive more attention in 
the future.

1 Welfare State Attitudes as General Political 
Values
At their most general level, welfare state attitudes are conceptually and empirically relat
ed to the left–right conflict. While the meaning of left and right varies across space and 
time, one of the more universal components of this conflict is the question (p. 364) of how 
much the state should intervene in the market economy and its outcomes (see chapter by 
Mair in this volume). Because welfare state policies comprise a large portion of total state 
intervention, general attitudes towards the welfare state tell us something about people's 
stands in the more general state intervention conflict. Indeed, researchers sometimes 
even measure positions in the state intervention conflict (or “economic left–right” as it is 
often called) using survey items concerning the preferred general size and redistributive 
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impact of welfare state arrangements. Generally speaking, those who favor a high level of 
social equality, a large public sector, and a highly redistributive tax system, are more like
ly to label themselves as leftists and to vote for parties of the left. However, the strength 
of such correlations varies tremendously across countries.

One should also note that not all measures of state intervention orientations are related 
to general welfare state support. For instance, based on data from nine western Euro
pean countries, Borre and Viegas (1995) found that attitudes towards how much the gov
ernment should intervene in the macroeconomy rarely correlate strongly with welfare‐re
lated state intervention responses such as “cut government spending.” It is unsafe, then, 
to assume that attitudes towards all types of state intervention form one single dimen
sion, or to assume that general welfare state support spawns all types of state interven
tion.

Finally, it is worthwhile to distinguish between attitudes towards the output and input 
side of the welfare state. Output attitudes are about the normative appeal and function
ing of policy products such as transfers and services, whereas input attitudes concern the 
financing of those products, in particular taxation. Downs (1960) initially suggested that 
there are important differences between citizens' relations to inputs and outputs respec
tively. He argued that whereas there is usually a direct link between costs and benefits in 
the market, the two are often divorced in the public sphere. This may reduce support for 
public spending among the ordinary citizen: “since his payments to the government are 
not related to the benefits he receives from it, he finds himself contributing to things that 
do not benefit him” (Downs 1960, 548).

This prediction has not gone unchallenged. According to a very different hypothesis citi
zens tend to underestimate costs of public service provision, and their support for public 
spending on various services tends to go down if they are informed about the real burden 
for taxpayers (Winter and Mouritzen 2001). More than this, citizens are sometimes said to 
want “something for nothing.” According to this view, the fact that in most countries citi
zens are relatively friendly toward the welfare state is explained by citizens expressing 
expansionist preferences without thinking about tax burdens. Still, analyses of “priced” 
survey questions—where respondents are explicitly reminded of the link between addi
tional spending and additional taxation—nevertheless reveal preferences that largely re
semble unpriced priorities (Confalonieri and Newton 1995).

(p. 365) 2 Welfare State Attitudes as Specific Policy 
Preferences
Specific policy preferences, although typically correlated with higher‐level ideological di
mensions (Kaase and Newton 1995), are more complex than can be neatly captured by 
general measures of state intervention orientations and left–right ideology (Ullrich 2000). 
Moreover, although research commonly finds that both general and specific support for 
the welfare state are high, studies of specific preferences also show a more complex pic
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ture where support varies substantially across different parts of the welfare state. For ex
ample, in The Scope of Government (Borre and Scarbrough 1995), Roller (1995) and Pet
tersen (1995) examined west Europeans' attitudes towards the parts of the welfare state 
that are mainly aimed at the creation of “equality” (including policies aiming at redistrib
ution or equal life chances) and “security” (including for example basic pensions and un
employment benefits). The results showed that “although equality policies receive rela
tively high support, they are, none the less, the less popular part of the welfare state” 

(Roller 1995, 196). The interpretation was twofold. First, “Because of the ambiguous 
character of ‘equality’ in Western societies … we suggest that policies designed to 
achieve socio‐economic security win more support than policies designed to achieve so
cio‐economic equality.” Second, it was argued that more people have an interest invested 
in security policies (Pettersen 1995, 188).

Inspired by Roller (1992), these authors also distinguished between the range and degree
aspects of welfare state policy preferences. The former refers to the range of areas within 
which citizens think the government bears a responsibility for solving problems. Scholars 
often argue that this is the most fundamental indicator of welfare state acceptance 
(Roller 1999a, 1999b). In contrast, degree refers to “how much” the government should 
intervene, and whether spending cuts and increases are advocated. There are empirical 
arguments for making this distinction. For instance, while the two aspects (unsurprising
ly) tend to correlate, the correlation is far from perfect. Moreover, Roller (1999a) notes 
that even citizens advocating cutbacks in an area simultaneously display strong support 
for basic government responsibility. Finally, the range of support tends to be more stable 
at a higher level of support, compared to the degree of support (Borre 1995; Huseby 
1995).

Finally, at an even more concrete level, public support varies tremendously across partic
ular policies (Coughlin 1980). Van Oorschot (2006, 24–5) aptly explained that “All over 
modern, Western welfare states, in various decades, the public was found to be most in 
favor of social protection for old people, closely followed by protection for sick and dis
abled people, while the support schemes for families with needy children less, schemes 
for unemployed people less still, and supports social assistance schemes least of all.” 
These differences in support seem to be a common element in the popular welfare culture 
of present western welfare states.

(p. 366)

Why such differences? Ullrich (2000) argued that we are largely lacking studies that ex
plicitly test competing explanations for differences in support across policies. Neverthe
less, below we discuss a series of indirect findings that imply that the pattern is due to a 
combination of self‐interest, social justice perceptions, and feedback effects of policy de
sign.
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3 Welfare State Attitudes as Performance Eval
uations
While general welfare state support and specific policy preferences are repeatedly mea
sured in comparative public opinion surveys, perceptions and evaluations of welfare state 
performance are not as thoroughly researched. One explanation could be that the popu
larity of the economic voting program (see Lewis‐Beck and Stegamaier chapter in this 
volume) has crowded out non‐economic forms of government performance from the main
stream of political behavior research.

This may be about to change, not least as performance dissatisfaction is becoming in
creasingly salient in real‐world politics. Policy researchers argue that many countries are 
entering an era of “permanent austerity,” in which it is becoming difficult to finance pre
vious welfare state commitments (Pierson 2001). Moreover, there are indications that 
welfare state performance matters for political orientations and behavior. Performance 
dissatisfaction is associated with both higher support for increased spending on the tar
get of dissatisfaction (Edlund 2004), as well as higher probability of program‐specific po
litical participation (Goul Andersen and Hoff 2001).

In addition, more general orientations and behavior may be affected. Using data from 
eight countries, Huseby (2000) examined the impact of macro‐performance, as well as in
dividual performance evaluations, in three policy areas—the economy, basic social wel
fare, and the environment. She found that all three affected trust in the functioning of the 
current political system (though not support for more abstract democratic principles). 
There are similar results for East Germany, where citizens' comparisons between the 
communist and post‐communist welfare state tend to be unflattering for the latter, which 
has negative consequences for political trust (Roller 1999b). Moreover, drawing on data 
from fifteen western European countries, Kumlin (2007) finds that dissatisfaction with 
public health services and education is negatively associated with political trust in all 
countries, but typically unrelated to general welfare state support. Interestingly, in most 
countries there is a significant impact on Euroscepticism; many dissatisfied Europeans di
rect their dissatisfaction also to the European Union (Kumlin 2004a). Finally, in several 
countries dissatisfaction has a significant negative impact on the probability of voting for 
a government party, controlling for social class, ideology, and retrospective economic 
evaluations.

(p. 367)

Other findings suggest that citizens' personal experiences with welfare state institutions 
affect political attitudes and behavior. This appears to hold true for contexts as different 
as the US (Soss 1999; Mettler 2002; Campbell 2005) and Sweden (Kumlin 2004b; Kumlin 
and Rothstein 2005). Such effects may come as a surprise as much previous research—es
pecially the “economic voting” literature—suggests that even when people do have rele
vant personal experiences from which they could draw political conclusions, they never
theless typically fail to do so (see Lewis‐Beck and Stegamaier chapter in this volume). In
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stead, perceptions of aggregated economic experiences have stronger effects. Such “so
ciotropic” perceptions are seen as the results of information provided by political elites, 
experts, and the mass media. In contrast, personal experiences may play a more impor
tant role in performance evaluations of the welfare state.2

4 Explanatory Themes: Time and Context
The rest of the chapter discusses a number of explanatory themes around which empiri
cal results have accumulated. For example, several influential theories predict that social 
change has systematically affected welfare state attitudes over time. According to some 
accounts, continuous modernization processes produce social differentiation and individ
ualism, as well as increasing difficulties for welfare states to maintain the quality of trans
fers and services. This is thought to undermine support for equality, redistribution, and 
taxation (Offe 1987). In stark contrast, theories of “government overload” predict that as 
welfare states expand, citizens come to expect that it is the state's responsibility to solve 
any new social problems appearing on the agenda by means of public schemes (Crozier, 
Huntington, and Watanuki 1975).

Most empirical studies, however, do not reveal a spiral of generally rising demands on 
governments, nor systematically declining levels of welfare state support. Likewise, en
dorsement of the principles of progressive taxation is reportedly widespread and stable 
(Confalonieri and Newton 1995; Edlund 1999). In the few countries where a long‐term de
cline in welfare state support can be observed, such as in Germany, the drop is neverthe
less modest, with large majorities still supporting state responsibility in core welfare 
state areas (Roller 2000).

(p. 368)

Instead, most opinion changes appear to be cyclical. In particular, many advanced indus
trial countries experienced a dip in welfare state support at some point during the late 
1970s and 1980s. In most cases, however, support recovered or even strengthened rela
tively quickly, often in response to cuts in spending and benefits, and to increasing in
equality levels (Shapiro and Young 1989; Aalberg 2003). Further, these short‐term dips 
have typically concerned general welfare state support whereas preferences concerning 
specific policies have proven to be highly stable over time (Taylor‐Gooby 1985; Svallfors 
1996).

Furthermore, in contrast to overload theory, demands for state expansion tend to be high
er in countries with less developed welfare states and a higher level of socioeconomic in
equality (Roller 1995; Borre and Viegas 1995). These discoveries suggest that “public 
opinion is not irreversible,” but rather that “demands for government spending on some 
services seem to level off in wealthier nations compared with poorer ones” (Kaase and 
Newton 1995, 73).
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These difficulties in finding linear developments over time point toward the influence of 
short‐term contextual factors. For example, welfare state attitudes become more expan
sionist in times of recession and unemployment. Such hardship could fuel welfare de
mands because it increases the felt risk of becoming unemployed, because it brings social 
needs to the forefront of political debate, and because unemployment is less easily ex
plained in terms of individual causes. In support of these arguments, Blekesaune and 
Quadagno (2003) analyzed survey data from twenty‐four countries, including both old and 
post‐communist democracies. They found that current unemployment levels accounted 
for roughly one‐third of national‐level variation in support for welfare policies directed at 
the old, sick, and unemployed.

Organized interests and elite opinion formation are also key contextual factors. For exam
ple, adherents of “the power mobilization hypothesis” have emphasized that the strength 
of trade unions has affected support for welfare state policies, especially among the work
ing class (Korpi 1983). Similarly, recent accounts of welfare state politics emphasize that 
the policies that tend to escape cutbacks are policies where interest organizations are 
able to mobilize popular support (Pierson 1994). Also, opinion shifts in the rightist, anti‐
welfare direction are often preceded by changes or active opinion formation attempts by 
parties and prolific politicians. The usual examples include Mogens Glistrup and his anti‐
tax party in Denmark in the 1970s, Ronald Reagan in the US, and Margaret Thatcher in 
the UK, during the 1980s.

5 Social Class
Researchers have devoted considerable effort to explaining variation between individuals. 
The most common approach considers socioeconomic status and class. For example, the 
working class usually displays higher general welfare state support than (p. 369) the mid
dle class. The same can be said for certain specific policies aimed at class‐correlated so
cial risks. Such patterns exist in older mature western democracies (Borre and Scar
brough 1995), as well as in post‐communist societies (Örkény and Székely 2000).

When class effects occur, there is typically almost as much class‐related variation within 
the middle class and the working class, as there is variation between them. Unskilled 
workers are significantly more supportive than skilled workers, and middle‐class citizens 
with “routine non‐manual” jobs are significantly more supportive than the more educated 
and well‐off “service class” and the self‐employed (Svallfors 2006). Moreover, while the 
extent of class‐based voting decreased in western countries during much of the second 
half of the twentieth century (see Knutsen chapter), the link between class and welfare 
state support remains intact (Roller 2000). Drawing on data spanning three decades and 
several west European countries, Pettersen (1995, 230) concluded that “theories of class 
formation provide a superior explanation for people's public spending preferences over 
the entire time period analyzed.” I hasten to add, however, that there is much variation 
across studies in the actual magnitude of class effects (Ullrich 2000). Additionally, there 
seems to be systematic variation across countries. For example, in a four‐country compar
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ison Svallfors (2006) found that class effects on general welfare state support were 
strongest in Sweden, weakest in the US, with Britain and Germany falling somewhere in 
between.

The variation across countries and studies begs the question of how links between class 
and welfare state support can be explained. One possibility is that they are due to individ
ual differences in risks, interests, resources, and education levels. Empirically however, it 
has proven hard to account for class differences with more proximate individual‐level 
variables, such as education, income, self‐interest, economic resources, risk exposure on 
the labour market, or work conditions (Svallfors 2006). Although such variables are often 
important for welfare state support in their own right, they can rarely explain class‐sup
port links. Similarly, it is difficult to account for class effects in terms of individual differ
ences in adherence to distributive ideals and values. Lewin‐Epstein, Kaplan, and Levanon 
(2003, 20) found that when status variables “simply indicate one's position in the social 
hierarchy, such as education and income, the entire effect is mediated through the image 
of society and preferred principles of distributive justice. In contrast, social characteris
tics which serve as focal points for collective identification in addition to hierarchical po
sition, such as class and ethnicity, have a strong unmediated effect on support redistribu
tion policies.”

These findings, then, suggest that class patterns in support are forged at the group level, 
and are driven by group interests and solidarity rather than by individual‐level differ
ences in interests and values. A long tradition in political science tells us that a relation
ship between social stratification and political alignments does not normally arise without 
the assistance of organized group mobilization at the intermediate level provided by par
ties and interest organizations. Such factors may help explain the variation across studies 
and countries in the actual magnitude of class effects. Svallfors (2006) suggested that it is 
not the actual stratification in individuals' life chances, resources, and interests that de
termine the strength of the class‐attitude nexus. Rather, it seems more dependent on 
elite‐level class articulation and politicization, as well as on (p. 370) the extent to which 
the existing institutional character of the welfare state itself makes political actors and 
citizens think about redistributional topics. Testing such predictions for a larger group of 
countries should be a worthwhile task for future efforts.

A related causal motor of group‐oriented thinking may be driven by “social communica
tion” of the kind discussed in the chapter by Huckfeldt. Because members of different 
classes live in different informational environments it is usually easier for, say, upper mid
dle‐class citizens to adopt anti‐welfare and rightist preferences for the simple reason that 
so many people in their vicinity communicate information that foster such preferences. 
Moreover, such interests may be articulated and disseminated by politically attentive 
“opinion leaders” within social groups, rather than being calculated separately by each 
individual, based on independently gathered information. Because political preferences 
within a group are socially contagious, a strong correlation between class interests and 
political preferences can emerge, even if nobody but a few sophisticated opinion leaders 
has clear perceptions of the stakes involved. An associated possibility is that the link be



The Welfare State: Values, Policy Preferences, and Performance Evaluations

Page 9 of 23

tween class and welfare state attitudes partly operates through early socialization mecha
nisms, where parents' political orientations are adopted by their children. Using a panel 
design and a sample of parents and children, Westholm (1991) discovered that general at
titudes towards “social welfare” were reproduced by such family socialization. Such find
ings, taken together with the fact that class affiliations are partly inherited, help explain 
correlations between class and welfare state support.

6 Self‐Interest
The fact that individual‐level interest‐variables are not good at explaining social class dif
ferences in welfare attitudes does not exclude the possibility that self‐interest is impor
tant in its own right. The self‐interest hypothesis holds that welfare state attitudes are not 
reflections of affectively charged and stable values. Rather, people are instrumental and 
narrowly egoistic in a material sense, choosing on the basis of personal benefits and risk‐
reducing consequences of policies. Interestingly, such assumptions lie at the heart of 
most influential theories of welfare state development (Mau 2003). Empirically, self‐inter
est explanations are regularly used to understand differences in support across policies, 
as such variation seems to correspond broadly to the proportion of the population who 
currently benefit, or who can reasonably expect benefits in the future.

When it comes to specific policy preferences, self‐interest indeed seems to matter. This 
becomes especially clear whenever researchers have access to sharp measures of inter
ests—rather than distant “socioeconomic” proxies—either in terms of future risk or in 
terms of current benefit or service reception. For instance, Iversen and Soskice (2001)
looked for attitude differences between those with “specific” and “general” professional 
skills respectively. The premise was that specific skills—that is, those that are not easily 

(p. 371) transferable from one firm or one part of the labor market to another—generate 
higher personal risks of needing support from income replacement schemes. In an analy
sis of ten countries, they found that general skills diminish support for public spending on 
unemployment benefits, health care, pensions, and job protection in declining industries.3

Moreover, drawing on data from several European countries, Pettersen (1995, 2001) 
found that various indicators of self‐interest structure acceptance for increased spending 
on particular policies. Additionally, current personal benefit reception strengthens perfor
mance evaluations of, and support for, those particular programs and services (Johansson, 
Nilsson, and Strömberg 2001). Taken together, these findings imply that differences in 
aggregate levels of support across policies are partly due to self‐interest.

However, most research tells us self‐interest is considerably less important at higher lev
els of attitude abstraction. Dunleavy (1979) identified a trend where more middle‐class 
citizens became dependent on public services. He argued that this produced a political 
cleavage between those who consume public services and those who do not, and between 
those who are employed in the public sector and those who are not. This logic predicts 
that heavy public service consumers and public employees are more likely to express gen
eral welfare state support, for instance by voting for leftist parties.
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The public–private employment part of these predictions has fared quite well in empirical 
research (see Bean and Papadakis 1998). However, signals are mixed when it comes to 
the prediction that public welfare and service consumers are more inclined than others to 
generally support the welfare state. Studies in Britain in the 1970s and 1980s primarily 
analyzed party choice (cf. Dunleavy 1979). There was indeed some support for the predic
tions, but the findings were criticized by Franklin and Page (1984), who interpreted the 
explanatory power as unimpressive compared to those of other relevant independent vari
ables.

A similar skepticism has emerged on the other side of the Atlantic. In an extensive empiri
cal study of the Californian “tax revolt” in the 1970s, Sears and Citrin (1982, 212–13) 
concluded that self‐interest effects “could only be seen on attitudes most directly and tan
gibly related to the welfare of the interested person. For example, self‐interest did foster 
preferences for increased spending on services of direct personal benefit, but not the de
sire for a larger public sector in general.” Similarly, comparative studies from the 1990s 
point to equally weak effects of current welfare state usage on general welfare state sup
port (Bean and Papadakis 1998; Goul Andersen 1993; Svallfors 1996).

There is one theoretical and one methodological explanation for why self‐interest appears 
to matter greatly for specific policy preferences, but only moderately for general support. 
The theoretical explanation is that the impact of self‐interest increases when choices are 
concrete because the personal stakes associated with different alternatives become larg
er and more visible (Sears and Funk 1991; Huseby 1995). Other things equal, concrete 
policy choices raise the likelihood that citizens recognize, (p. 372) calculate, and choose 
on the basis of consequences for personal, short‐term, material interest. Thus, whereas it 
is relatively easy to know whether one benefits from spending on, say, “unemployment 
benefits” or “public child care,” it is difficult for many to know whether one benefits from 
spending on welfare state policies generally. And it may be ever harder to make this cal
culus when asked for one's attitude towards “redistribution,” “equality,” or some other 
value‐laden concept.

While there is empirical merit to this argument (see Sears and Funk 1991), there is also a 
methodological reason for the apparently weak impact of self‐interest on general welfare 
state support. Much previous research has used data lacking extensive information about 
personal welfare state usage and interests. Such data constraints have forced scholars to 
rely on rough measures of welfare state self‐interest. For instance, Hadenius (1986) used 
a small number of rough dummy variables as indicators of welfare state self‐interest 
(whether people were pensioners, had received sickness benefits, had children at home, 
or whether they had received unemployment benefits). These dummies proved to have 
weak effects on attitudes towards public expenditure and taxation. Similarly, based only 
on information about whether Danish respondents were unemployed, disabled, early re
tired, or old‐age pensioners, Goul Andersen (1993, 37–8) “found virtually no evidence con
firming that people's personal relationship to the welfare state … has any impact upon 
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their welfare state attitudes.” He concluded that “interests are almost irrelevant as deter
minants of welfare state support in Denmark” (Goul Andersen 1993, 43).

Studies drawing on more wide‐ranging information have suggested that self‐interest may 
be a more potent explanation of general welfare state support than most studies have 
been able to show. Kumlin (2004b) used data on whether respondents received service 
from about twenty‐five different policies. Some of the information was pulled from public 
records rather than from respondents themselves. These data revealed self‐interest ef
fects on general welfare state support of a magnitude that approached that of social 
class, one that was stronger than the joint impact of education and income. Similarly, 
drawing on Danish data, Goul Andersen (1999) has somewhat modified his previous con
clusion that welfare state self‐interests are “almost irrelevant.” He analyzed a more elab
orate self‐interest measure than the one he had previously used and found that both pub
lic employees as well as the publicly supported display higher general welfare state sup
port and are more likely to vote for socialist parties than other categories. Again, self‐in
terest effects on general welfare state support approached those of social class.

7 Social Justice
Researchers often suggest that people evaluate the welfare state in terms of social justice
just as much as they are trying to maximize their personal gain. To capture the idea, theo
rists have used terms like “dual utility function” (Rothstein 1998), “contingent consent” 

(Levi 1997), or “moral economy” (Svallfors 1996; Mau 2003). (p. 373) Citizens are thought 
to compare the actual functioning of welfare state policies with some sort of normative 
expectations. If the actual state of affairs matches normative social justice expectations, 
support for the welfare state, and even political and social trust, may be boosted. More
over, evaluations of social justice are presumably independent of one's self‐interest. The 
latter is a vital prediction as a social justice perspective loses its appeal if such evalua
tions are nothing but “self‐interest in disguise,” that is, if they are reflections of the ex
tent to which one's personal and material self‐interest is served by the welfare state (cf. 
Lind and Tyler 1988).

While there is less research on social justice aspects of welfare state performance than on 
the self‐interest aspect, there is by now an emerging accumulation of findings. Some re
search focuses on “distributive justice,” where support for social and political institutions 
is contingent on whether such institutions are perceived to distribute outcomes fairly. 
Other studies investigate the role of “procedural justice,” where support is contingent on 
whether the processes in which citizens and the state interact match normative expecta
tions.

As for distributive justice, analysts often suggest that citizens distinguish between the 
“deserving” and “undeserving” poor. Van Oorschot (2006) analyzed twenty‐three coun
tries in western and central/eastern Europe. He found that Europeans share a common 
deservingness culture, one that largely corresponds with the variations of support across 
policies described previously: the old are perceived as the most deserving of public wel
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fare, followed by the sick and disabled, and then the unemployed. Immigrants are seen as 
the least deserving of all.

Citizens use heterogeneous criteria in forming deservingness perceptions. Tyler and his 
colleagues summarized social psychological research on distributive justice by noting 
that “principles of distributive justice are situationally based. People do not simply apply 
general principles of justice to all settings. Instead, they have situational frameworks that 
indicate that different principles of justice matter in different settings” (Tyler et al. 1997, 
56). Thus, van Oorschot (2000) distilled five criteria of “deservingness” from a large num
ber of previous studies. First, people are thought to assess “control over neediness,” 
where those who cannot help their predicament are more deserving. Control was the 
most important criteria for cutback preferences. Second, the greater the “level of need” 
the greater the perceived deservingness. Third, “identity” is thought to matter, i.e. mainly 
needy people who “belong to us” are deserving. A fourth criterion taps the attitudes of 
beneficiaries, while a fifth criterion concerns the “reciprocal relationship” between bene
factors and beneficiaries. The solidarity of the former is thought to be contingent on 
whether the latter adhere to certain behavioral norms (cf. Mau 2003).

A somewhat different conceptualization of distributive justice separates between distribu
tion principles, rather than between groups. Scholars distinguish between at least three 
broad categories of distributive ideals: “equality,” which means everyone in a particular 
situation receives the same outcomes, “equity,” where personal outcomes should match 
personal contributions, and “need,” where outcomes vary according to personal need 

(Deutsch 1985).

Distributive justice evaluations of welfare state performance seem to influence support. 
For instance, there is evidence that perceptions of group deservingness have a genuine 

(p. 374) causal impact on how generous welfare benefits people would like (Appelbaum 
2001). Moreover, Biel, Eek, and Gärling (1997) analyzed the impact of distributive justice 
perceptions on willingness to pay for public childcare. They found that a perceived dis
crepancy between personal distributive justice ideals and the actual perceived distribu
tion of childcare services reduced willingness to support public childcare. Moreover, Mau 
(2003) presents cross‐sectional survey evidence showing that support for poverty policies 
in Britain and Germany is associated with judgments of the extent to which beneficiaries 
are seen as truly deserving and whether they “fiddle the system.” Likewise, thinking that 
less generous benefits enhance welfare clients' motivation to provide for themselves is as
sociated with less support for unemployment policies. Taken together, these findings sug
gest that the differences in public support across policy areas are not only due to self‐in
terest, but also to whether redistribution to groups is seen as fair and just.

Other studies have used broader political orientations as dependent variables. Tyler, 
Rasinski, and McGraw (1985, 716) found that evaluations of the incumbent US president 
were positively associated with perceptions of distributive justice. Those approving of the 
way benefits were distributed also tended to endorse their president, controlling for a se
ries of potentially confounding factors such as self‐interest. Moreover, drawing on Ameri
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can and Norwegian evidence, Miller and Listhaug (1999) concluded that distributive jus
tice perceptions affect political trust. This was true both for “sociotropic” judgments of 
distributive justice as well as for personally experienced distributive justice.

Similar to research on distributive justice, procedural justice studies emphasize a rather 
broad spectrum of variables (see Lind and Tyler 1988; Tyler et al. 1997). These include 
the efficiency and speed with which people get service outcomes, whether people are 
treated with dignity and respect, whether there is consistency and predictability in proce
dures across time and people, and whether citizens experience “voice opportunities” in 
their dealings with street‐level bureaucrats.

Studies from social psychology conclude that perceived procedural justice is an ingredi
ent in individuals' evaluations of a wide range of social situations (for an overview, see 
Tyler et al. 1997: chapter 4). These situations range from court experiences to work‐life 
settings to interpersonal relations. People who perceive procedural aspects of allocation 
processes as fair are more inclined to express satisfaction, accept decisions, and comply 
with rules and restrictions. These effects are often relatively independent of personal ma
terial gain and perceptions of distributive justice. Procedural justice perceptions thus in
fluence attitudes even among people who receive comparable outcomes from a process, 
and who make similar distributive justice judgments of those outcomes.

Unfortunately, only a few studies have extended these ideas to the welfare state setting. 
The Bureaucratic Encounter (Katz et al. 1975) discovered that positive perceptions of pro
cedures tended to generate positive generalized attitudes towards government and the 
political system. Similarly, other studies conclude that procedures have stronger positive 
effects than either personal self‐interest or distributive justice perceptions (Tyler, Rasins
ki, and McGraw 1985; Miller and Listhaug 1999). Kumlin (2004b) found that perceptions 
of both distributive justice and procedural justice in experiences with welfare state insti
tutions tend to diminish political trust—but not general welfare state support—net of 
what would be suggested by respondents' self‐interest.

(p. 375) 8 Policy Feedback
In recent years, researchers have increasingly drawn inspiration from “the new institu
tionalism” in political science. A key question is how various features of welfare state 
policies—once established—exercise feedback effects on welfare state attitudes. Scholars 
argue that the design of welfare state institutions may affect both self‐interest and social 
justice‐related performance evaluations, which may shape both concrete preferences and 
general welfare state support (Rothstein 1998). In addition, the nature of welfare state 
policies may have the capacity to both increase and suppress political participation and 
trust (Schneider and Ingram 1997; Mettler and Soss 2004; Campbell 2006).

The empirical evidence can be divided into two categories. In one of them, researchers 
look at the country level for evidence of policy feedback. Most efforts draw on Esping‐
Andersen's (1990) welfare state regime typology. It has been investigated whether citi
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zens in “liberal” welfare states display more resistance to public welfare, and whether 
people in “social democratic” regimes endorse such policies. A second hypothesis holds 
that the effect of social class on welfare state support is stronger in liberal welfare 
regimes and weaker in social democratic regimes. One causal mechanism is that in social 
democratic regimes public services are also heavily used by the middle classes. Where 
differences in the degree of public service usage are less correlated with traditional so
cial structure, the impact of social structure on welfare state support might be diluted. In 
addition, researchers predict that gender conflicts are particularly pronounced in social 
democratic regimes, whereas “insider‐outsider” conflicts are thought to be more impor
tant in conservative regimes.

The jury is still out on these issues. On the one hand, effects of socioeconomic character
istics do not seem to vary across countries in ways suggested by a regime approach 
(Svallfors 1997, 2006), although such findings have been criticized on theoretical and 
methodological grounds (Linos and West 2003). Other studies, on the other hand, have 
discerned regime‐consistent country differences in welfare state support (Coughlin 1980; 
Svallfors 1997; Svallfors 2003; Jæger 2006), and Mau (2003) reports that citizens' distrib
ution ideals seem highly dependent on principles that have long been enshrined in institu
tional welfare legacies. For example, the British tend to favor flat‐rate benefits, whereas 
Germans more often endorse income‐related solutions. Confusingly however, a series of 
studies have failed to uncover regime‐consistent country variations in welfare state‐relat
ed attitudes (Bean and Papadakis 1998; Lapinski et al. 1998; Aalberg 2003). For instance, 
van Oorschot and Halman (2000, 20) found “no direct relation between how a country's 
population tends to perceive the causes of poverty … and ways in which welfare states 
are designed.” In stark contrast, Larsen (2008 forthcoming) reports macro evidence in fa
vor of the hypothesis, with Scandinavians being the least prone to agree poverty is 
caused by “laziness and lack of will power.”

The two latter studies agree, however, that Americans are more prone to individual, 
rather than structural, explanations of poverty than Europeans. Moreover, they also found 
that citizens in post‐communist countries in 1990 were more prone to individual (p. 376)

explanations than western Europeans. This difference, however, seems to have shrunk 
since then. Kreidl (2000, 173) concludes, “During socialism, as well as after its collapse, 
the elite was interested in supporting negative individualistic explanations of poverty, and 
it's only gradually that populations in these countries come to see either structural or 
positive individualistic causes … structural explanations gained in generality in the post
communist societies since 1991” (cf. Wegener 2000; Örkény and Székely 2000).

The second group of studies has conceptualized policy feedback in terms of differences 
across policies within countries (for overviews, see Mettler and Soss 2004; Campbell 
2006). This research highlights the effects of personal experiences, rather than the gen
eral impact of living in a welfare state with a particular design. In addition, it does not on
ly employ welfare state support as the dependent variable, but rather analyzes a broad 
spectrum of dependent variables, including trust and political participation. Feedback is 
also usually conceived both in terms of how policies distribute material and political re
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sources between and within different recipient groups (Mettler 2002; Campbell 2005), as 
well as in terms of broader “interpretive” lessons about politics and the welfare state that 
policies may convey (Pierson 1993).

As for the latter, one group of studies conceptualizes policy design in terms of the power 
relation between the citizen and the bureaucrat. Power relations can be affected by a 
multitude of institutional and policy features. For example, Soss (1999) compared Ameri
cans with experiences of the AFDC (Aid to Families with Dependent Children) and the 
SSDI (Social Security Disability Insurance) respectively. He found that AFDC experiences 
had negative effects on electoral participation and beliefs about the responsiveness of 
government whereas SSDI experiences did not. This difference could not be attributed to 
socioeconomic differences that existed prior to welfare interaction. Rather, it seemed to 
be due to AFDC having more power over its clients than the SSDI, and to the AFDC being 
worse at considering clients' views and preferences. By giving citizens the feeling of be
ing underdogs in relation to the state, AFDC experiences generated negative attitudes to
wards public institutions and the political system. Similarly, Kumlin (2004b) studied the 
political impact of personal welfare state experiences in Sweden, and concluded that the 
direction of experience effects vary depending on the design of experienced policies. Ex
periences of “customer institutions”—where bureaucratic discretion and means‐testing 
are rare, but exit‐options frequent—tend to generate positive perceptions of social jus
tice, and in turn positive effects on general welfare state support and political trust. Ex
actly the opposite appears true of experiences with “client institutions,” where discretion 
and means‐testing is frequent and exit‐options rare (cf. Hoff 1993; Möller 1996). These re
sults suggest that the large differences in support across policies are not just due to self‐
interest or perceptions of group deservingness, but also to differences in how the interac
tion between citizens and state is institutionalized.

As discussed by Goodsell (1981) and Campbell (2006), there are numerous other ways in 
which differences between welfare state policies can be conceptualized and put to empiri
cal use. Hence, continued theoretical and empirical work on the topic of policy feedback 
seems to be a promising area for future efforts.

(p. 377) 9 Outlook: Three Suggestions for Future 
Research
Let me finish by pointing to three avenues for future research. While none of them is un
touched, there is less research to draw on compared to the areas reviewed above. First, 
on a methodological note, we need to pay more attention to issues related to direction of 
causality. The relationships between values, policy preferences, and performance evalua
tions are arguably sometimes, to some extent, reciprocal. But most research has drawn 
on cross‐sectional data, and so we know far too little about how they affect each other 
over time. Research on policy feedback effects at the regime level suffers from a similar 
problem: To the extent that attitude constellations do vary across regimes, one wonders 
whether there has really been a truly causal impact of policy on opinion. Both these ex
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amples illustrate a need for research designs that can better accommodate reciprocal 
causation, including panel data, time‐series data, or—for research questions where it is 
feasible—experiments.

A second area has to do with the relationship between identity, ethnicity, race, and wel
fare state support. On the macro‐level, it is well known that redistribution and egalitarian 
policies are more developed in ethnically and racially homogeneous societies (Alesina and 
Glaeser 2004). Further, as noted above, citizens invariably see “immigrants” as the most 
undeserving group all across Europe (van Oorschot 2006). In the US, Gilens (1999) and 
others have shown that the unpopularity of welfare is partly due to the fact that “the 
American public thinks that most people who receive welfare are black, and second, the 
public thinks that blacks are less committed to the work ethic than are other Americans.” 
In a similar vein, Luttmer (2001, 501) found that Americans “increase their support for 
welfare spending as the share of local recipients from their own racial group increases.”

As our societies grow increasingly diverse in ethnic and racial terms, it becomes increas
ingly important to understand these patterns. Do we simply have at hand the self‐interest
ed preferences of ethnic and racial majorities? Or can the pattern be explained in terms 
of more deeply entrenched territorial attachments, ethnic identities, or perhaps even 
racism, where some citizens are genuinely unwilling to redistribute to those who are not 
perceived to belong to, or who do not look like, “us.” Alternatively, can the patterns be 
understood in terms of less intrinsic problems related to perceived deficiencies in the atti
tudes and behavior of recipient groups, as well as in the perceived effects of particular 
policy designs on recipients? Interestingly, Gilens (1999, 7) came down strongly in favor 
of the latter possibilities in his US study: “whites' belief that blacks are lazy and the oppo
sition to welfare that grows out of this belief do not primarily reflect either a general ani
mus toward African Americans or racial conflict over tangible resources. As a conse
quence, antipoverty programs that are not seen as rewards for the lazy can gain wide
spread approval among white Americans, even if these programs are strongly identified 
with blacks.”

(p. 378)

Moreover, Gilens's results indicated that both the media and citizens tend to significantly 
overestimate the proportion of welfare recipients that are black, and that support for wel
fare spending tends to increase among the few citizens whose perceptions are correct. 
This observation suggests a third potentially fruitful research area. The question is how 
generally informed, deliberated, and considered people's values, policy preferences, and 
performance evaluations are. While similar questions have inspired political behavior re
search for some time, they have yet to find their way into the mainstream of the field re
viewed here.

A number of studies do indicate that misperceptions and low knowledge levels among 
Americans are biased in the anti‐welfare direction, which attenuates public support for 
welfare state policies (cf. Bartels 2005). Of course, low knowledge levels may theoretical
ly just as well be skewed in favor of the welfare state. In particular, one can imagine this 



The Welfare State: Values, Policy Preferences, and Performance Evaluations

Page 17 of 23

to be the case in countries where the culturally dominant ideology is less concerned with 
individual, but more with collective rationality. Indeed, Aalberg (2003) found that percep
tions of poverty rates and income inequality were clearly associated with actual poverty 
and inequality levels. However, she also found evidence of underestimation in some coun
tries, but overestimation in others. Similarly, Taylor‐Gooby and Hastie (2002) found a 
broad resemblance between public perceptions and the actual spending on various areas, 
but also some striking misperceptions. On the one hand, spending on unemployment ben
efits is exaggerated: this may hold back support for welfare spending because a group 
that is typically seen as relatively undeserving is also seen as consuming a disproportion
ably large share of the welfare budget. On the other hand, the authors reported a size
able overestimation of defense spending and a slight overestimation of child poverty. Per
ceptions such as these are arguably biased in favor of welfare state spending versus oth
er types of outlays. Interestingly, a bivariate analysis also revealed that (mis)perceptions 
may affect welfare state support, where overestimation of actual spending is associated 
with lower support for increased taxation and spending in particular areas.

Scattered findings such as these suggest a need to know more about the levels and conse
quences of knowledge about relevant social and policy‐related facts. Would highly and 
equally informed citizens perceive other groups to be deserving and undeserving respec
tively? Would informed citizens be less—or perhaps more—responsive to narrow personal 
interests? Would informed citizens favor other institutional solutions and welfare mixes 
than the ones currently at work in their societies?
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(2) I have suggested two explanations for this apparent difference across policy domains 

Kumlin (2004b). First, the nature of available political information differs, with a better 
supply of general, sociotropic information about collective experiences in the economic 
realm compared to welfare state territory; this makes personal economic experiences less 
crucial from an informational point of view. Second, the nature of political responsibility 
varies across the two policy domains, with a clearer and closer link between responsible 
politicians and personal welfare state experiences, than between politicians and ups and 
downs in the personal pocketbook.

(3) Unfortunately, the analysis of Iversen and Soskice (2001) did not include very detailed 
class controls. Therefore, it will be an interesting question for future research to deter
mine (1) the extent to which relationships between skill profiles and attitudes are spuri
ous or hold up controlling for class and (2) the extent to which skill profiles in fact chan
nel class effects on attitudes.
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Because of citizen protests during the Vietnam War, the European antinuclear protests of 
the 1980s, and the global demonstrations against the Iraq War in 2003, scholars have ar
gued that the study of foreign and national security policy can no longer be based solely 
on the military aspects of deterrence, coercion, and war. Rather, as Michael Howard put 
it, governments and scholars must pay attention to reassurance, the requirement of gov
ernments to “persuade one's own people, and those of one's allies, that the benefits of 
military action, or preparation for it, will outweigh the costs” (1983, 317).

This chapter proceeds from the assumption that public opinion will be an important con
cern in debates about international issues, especially concerning issues of war and peace. 
It is therefore all the more important to clarify exactly what “public opinion” means, how 
it can be measured, and how it behaves. There is fertile ground for such an inquiry. Over 
the last thirty years, public opinion polling has spread to most corners of the globe, mak
ing cross‐national comparisons much easier than was the case previously (Pew Research 
Center 2005). Moreover, scholarship on public opinion and foreign policy has yielded 
something of a revolution in the way scholars understand the process of opinion forma
tion. In particular, research has brought new answers to three sets of important ques
tions: (p. 384)

(1) What do public opinion polls measure? How do citizens, who are generally unin
formed about foreign policy and world affairs, form opinions on these matters? Quite 
simply, how can we measure “public opinion?”
(2) How “rational” is public opinion? Is it stable or volatile? Are opinions coherent? 
Do opinions plausibly reflect the flow of world events? Does public opinion respond 
to what governments do? Precisely what is the form of that response?
(3) How universal are the determinants of citizen opinion, especially on crucial is
sues of war and peace? Are the findings in broad, cross‐national comparisons the 
same as those in the US or European contexts?

In this chapter, I review the scholarly literature on these questions and present data from public 
opinion surveys to illustrate the discussion. In the immediately following section, I describe in 
more detail why the answers to an individual survey question can be close to meaningless, but I 
also present two examples to show that analysis of many questions on policy issues can be com
bined to measure the public's “mood” on policy choices. Subsequent sections examine the ques
tions of how “rational” these opinions are; precisely how opinion moods fluctuate in response to 
government policies; and the extent to which citizen opinions across the globe reveal both uni
versal logics and the logic of specific national characteristics.
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1 Measures: From Single Questions to Policy 
Mood

1.1 Ambivalence and “Mood”

Scholars of public opinion are aware of a paradox: the very grist of their studies—the sin
gle survey question at a single point in time—is close to meaningless in gauging “public 
opinion.” Responses to a single survey question are highly sensitive to the wording of that 
question (Eichenberg 1989, 2005; Mueller 1973, 1994; Asher 2004).

Why are citizen responses to survey questions so sensitive to the wording of the ques
tion? One reason is that some policies may involve technical issues or questions that are 
distant from citizens' daily lives; unless events conspire to make them salient to citizens, 
opinion surveys are likely to yield a fair percentage of disinterested or uninformed opin
ions. A second reason is that citizens lack information about world affairs and therefore 
look for cues to help resolve uncertainty about complex policy issues. We know, for exam
ple, that different questions about the possibility of war with Iraq evinced highly different 
percentages within many countries. The mention of Saddam Hussein, casualties, or 
ground troops in questions about the Iraq War provided cues that conditioned the per
centage who favored the war (Eichenberg (p. 385) 2005, 2006; Everts and Isernia 2005). 
Each word in a survey question framed a different aspect of a possible war with Iraq. 
When survey questions mentioned the United Nations or the support of allies for the war, 
this produced different percentages, for these are quite distinct cues. Lacking detailed in
formation about a range of foreign policy issues, citizens do not engage in an expensive 
search for that information, but often use inexpensive cues that are contained in the 
question itself. Similar cues might come from the morning headlines or a conversation 
over the water cooler, a fact that helps explain why even an identical question might yield 
different percentages over the course of a week or even several days.

A second explanation for the instability of individual responses is contained in a simple 
yet elegant theory of survey responses developed by John Zaller and Stanley Feldman (Za
ller 1992; Zaller and Feldman 1992). Zaller and Feldman argue not only that citizens are 
relatively uninformed about issues, but more importantly that they are also ambivalent 
and conflicted. On controversial issues such as social equality or war and peace, citizens 
are likely to possess competing or even contradictory opinions. One may, for example, 
strongly prefer the peaceful resolution of a particular international conflict while at the 
same time acknowledging that military force might become necessary or approve it after 
it is employed. For any particular issue or policy choice, individuals possess a range of 
ambivalent sentiments (Zaller and Feldman 1992, 583–5).

How is this ambivalence resolved when an individual is presented with a survey question 
that requests a relatively simple response? According to Zaller and Feldman, individuals 
consult a number of “considerations” that are most salient in memory at the moment of 
the survey, that is, information that is most accessible in the thinking of respondents. For 
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those who have thought little about the specific issue, this might reduce to the considera
tions that are communicated by the question itself—mentioning the UN might resolve the 
ambivalence for some in the direction of “peace.” Other considerations might be commu
nicated by additional questions in the same survey. For example, if the survey question
naire includes a long series of items about the casualties that could occur in war, this will 
likely affect the responses to subsequent questions about using military force (Zaller and 
Feldman 1992, 586–7; see also Mueller 1994, 1–11).

Of course, even ambivalent citizens are not empty vessels. They bring their values and 
policy preferences to any political question, and these longer‐term considerations also 
condition their responses to survey questions. We know, for example, that women are 
more sensitive to casualties in war (Sapiro and Conover 1993; Eichenberg 2003); that US 
conservatives and the European right are generally more supportive of militant policy op
tions (Wittkopf 1990; Holsti 2004; Asmus, Everts, and Isernia 2003, 2004); and that citi
zens with higher levels of education respond faster to the cues contained in major events 
and policy debates (Zaller 1992). Thus, the response to a survey question by any particu
lar citizen will result from a combination of the information that is communicated by the 
question itself, by short‐term events, and by the resonance of personal values and charac
teristics such as ideology, partisanship, gender, race, or education (Holsti 2004, 163–239 
reviews the effect of each of these variables in detail).

(p. 386)

These observations make clear why the responses to a single survey question are of limit
ed value. Single questions are rooted in one specific wording at a single moment in his
torical context, and they evoke a particular set of considerations for respondents. Individ
uals may formulate their answers differently in response to another question that evokes 
different considerations at a different moment in time. The implications for students of 
public opinion are clear. One can only gain a summary assessment of “public opinion” on 
a particular issue or policy choice by studying as many variations in question wording as 
possible. Further, to fully understand how events external to the survey influence the con
siderations of respondents, one has to study how opinions unfold over time. The examples 
in the following two sections illustrate these points.

1.2 The US Mood on Defense Spending

In his study of the attitudes of US citizens toward the role of government, Stimson (1999)
describes his concept of a public “mood.” He observes that there are many hundreds of 
survey questions on the issue of increasing or decreasing the role of the US government 
in the domains of social security, health care, education, and many other policy areas, 
with each question revealing a different level of support for increasing or decreasing the 
US governmental role. Nonetheless, Stimson demonstrates that the movement over time 
of these survey items has much in common—they tend to move up or down together. 
There is, he argues, a “common disposition” to favor (or oppose) an increase in the role of 
government in citizens' lives. The utility of Stimson's insight is heightened by the fact that 
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Fig. 20.1  Four measures of net support for defense 
spending in the US

his index of policy mood based on this myriad of questions is a very good predictor of 
election outcomes in both US presidential and congressional elections. Citizens know 
what they want, and they vote accordingly (Stimson 1999, 97–120).

We can extend Stimson's logic to the field of international affairs and illustrate the use of 
multiple opinion measures by studying citizen support for defense spending in the United 
States. The defense budget represents the core of national security policy making, and 
considerable evidence discussed below shows that the public's influence on budgeting 
outcomes is significant. Yet ascertaining the public's support for defense spending is no 
easy task. Table 20.1 summarizes the results of eight survey questions in 1976 that em
ployed typical question formats for ascertaining US citizen support for spending (“is 
spending too little/increase spending?”). In the Table, I measure support as the percent 
favoring increased spending divided by the total percentage that favor either an increase 
or decrease. Not surprisingly given what I have said about individual survey responses, 
there are large disparities among these polls, ranging from 66 percent support in one 
question that happens also to mention “strengthening our military” to 38 percent in the 
standard Gallup poll on defense spending.

Note: 
“Net Sup
port” is 
defined as 
“in
crease” 
divided by 
the sum 
of “in
crease” 
and “de
crease” in 
surveys 

on defense spending.

Source: Gallup and GSS surveys are available through the IPOLL data
base of the Roper Center for Public Opinion Research at the University 
of Connecticut. See Hartley and Russett (1992) for the source of their se
ries, which is an average of six survey questions for each year. The NES 
responses are available from the NES website: http://www.umich.edu/
~nes/nesguide/toptable/tab4d_3b.htm, accessed August 31, 2005.

Nonetheless, Figure 20.1 shows that the US public's defense spending “mood” was fairly 
consistent over time. The figure shows four separate series of questions that measure 
support for defense spending. The first two, by the Gallup organization and the General 
Social Survey (GSS), ask slightly different versions of the question (p. 387)  (p. 388) of 
whether defense spending is “too much … too little … or just right?” (the exact question 
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wording is shown in Table 20.1). The third is actually the average of many different sur
veys on defense spending collected by Hartley and Russett, including many in addition to 
the Gallup and GSS series (Hartley and Russett 1992). The fourth series is constructed 
from a defense spending scale that is presented to respondents in (p. 389) the US National 
Election Study (NES).1 For each of the four series, I calculate support for defense spend
ing as follows: the percentage that favors an increase divided by the total favoring either 
an increase or a decrease in spending. Put briefly, the measure represents support for de
fense as a percentage of the total who express an opinion on increasing or decreasing the 
defense budget.
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Table 20.1 Nine questions on support for defense spending in the US 
in 1976

In
crease 
de
fense

De
crease 
de
fense

Net 
sup
port 
(%)

There's a lot of talk these days about 
cutting back on government spend
ing. How do you feel–would you like 
to see the government spend more 
money, less money, or just about 
what they are spending now on: De
fense (Jan 21–8, 1976, Time/ 
Yankelovich)

27 27 50

There is much discussion as to the 
amount of money the government in 
Washington should spend for nation
al defense and military purposes. 
How do you feel about this: Do you 
think we are spending too little, too 
much, or about the right amount? 
(Jan 30—Feb 2, 1976, Gallup Poll)

22 36 38

We are faced with many problems in 
this country, none of which can be 
solved easily or inexpensively. I'm 
going to name some of these prob
lems, and for each one I'd like you to 
tell me whether you think we're 
spending too much money on it, too 
little money, or about the right 
amount. Are we spending too much, 
too little, or about the right amount 
on … the military, armaments and 
defense? (Feb/Apr 1976, General So
cial Survey)

24 27 47
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Now again remembering that gov
ernment spending has to be paid for 
out of our taxes, let me mention 
some other types of programs. Con
sidering the situation today at home 
and abroad do you think the total 
amount the United States is now 
spending for defense and military 
purposes should be increased, kept 
at the present level, reduced, or end
ed altogether? (June 1976, The 
Gallup Poll/Potomac Associates)

27 21 56

Which of these statements is closest 
to your opinion? 1. We need to ex
pand our national defense and 
strengthen our military; 2. Our de
fense is just right now and should 
neither be increased nor decreased; 
3. Too much is spent on defense, we 
would be safe spending less. (Oct 
1976, Cambridge Reports).

39 20 66

In general do you favor increasing or 
decreasing the defense budget of the 
United States, or keeping it the same 
as it is now? (Dec 17–23, 1976, Louis 
Harris)

25 27 48

Note: Net support is “increase” divided by the sum of “increase” and 
“decrease.”

Source: IPOLL database, Roper Center for Public Opinion Research, 
University of Connecticut (also available through Lexis‐Nexis).

Not surprisingly, different question formats do yield different levels of support. Nonethe
less, the four series clearly move together, suggesting that each is reflective of a collec
tive disposition on the question of increasing the defense budget. These survey questions 
on defense spending therefore confirm that something coherent can be measured from 
what at first blush appears to be a cacophony of separate items. Later in this chapter, we 
see that these same opinions respond in a systematic fashion to the government's actual 
defense spending decisions and that the US government subsequently responds systemat
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ically to the public's mood. Thus, from the raw materials of individual survey questions, 
we can begin to construct a picture of the democratic politics of defense policy.

1.3 The Mood in Europe

Can the analysis of policy mood be generalized to public opinion elsewhere? One might 
argue along with Stimson (1999, xxii) that “Public opinion is about as institution‐free as 
anything in politics can be. And it is the specifics of political institutions that so restrict 
our ability to create theories of general interest. The happy message, then, is that a mod
el of public opinion that works for the American case ought to transfer across national 
boundaries with a minimum of difficulty.” According to this logic, the cognitive processes 
of citizens everywhere are likely to be the same: the same lack of specific information 
about foreign policy; the same ambivalence on difficult political issues; and the same ten
dency to resolve uncertainty and ambivalence by using the cues that are contained in the 
wording of survey questions, the considerations that are evoked by major political events, 
and by referencing their values, partisanship, gender, and other personal characteristics. 
If correct, we should find general dispositions in public opinion outside the American po
litical system.

Consider the process of European integration, which began modestly in 1957 with the es
tablishment of a common market. During the 1980s and 1990s, the process accelerated 
rapidly with an expansion from six to fifteen members, the further liberalization of the 
European market, and the announcement of a transition to a single European currency in 
the Maastricht Treaty of 1992. By 2004, the European Union (EU) had expanded to twen
ty‐five members and had dramatically increased the number of policy domains that are 
covered by the union's legislative authority. It had also established the euro as the com
mon currency for all of Europe. At the same time, public support for the process of inte
gration grew in importance. The public reacted very negatively to the Maastricht Treaty, 
which caused the union's governing body—the European Council—to aver in 1996 that 
“citizens are at the core of the European construction: the Union has the imperative to re
spond concretely to (p. 390) their needs and concerns” (Presidency Conclusions, European 
Council, Turin, March 29, 1996, 1).

Not surprisingly, the EU conducts a great deal of polling to monitor the “needs and con
cerns” of its citizens. Yet measuring support for “integration” is hardly easy. To be sure, 
the technical meaning of the word is fairly clear; integration is a process of gradually 
merging the authority of what were formerly separate sovereign states. But in practice 
“European integration” has had at least three purposes in both official and scholarly dis
course. First, the establishment of the original common market was accomplished quite 
explicitly in the pursuit of peace, following the cosmopolitan argument that the causes of 
war are rooted in the competitive anarchy of a system of separate sovereign states. Se
cond, the common market and European Union were designed to increase European pros
perity. Finally, framed as it was by the Cold War, the common market obviously had impli
cations for European power. Power would flow to Europe by combining the resources and 
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Fig. 20.2  Three survey questions on support for Eu
ropean integration

influence of the individual member states and by eliminating their separate and even 
competing voices on the world scene.

All three of these purposes have been reflected in survey questions about European inte
gration, many of them sponsored by the EU commission. Figure 20.2 displays the Euro
pean average in response to three survey questions (for comprehensive analyses of sur
veys on European integration, see the contributions to Niedermayer and Sinnot 1995). 
The first, labeled unify evokes the cosmopolitan notion of eliminating sovereignty by ask
ing: “In general, are you for or against efforts being made to unify Western Europe?” A 
second question—benefit—addresses the more utilitarian concern of prosperity by asking 
starkly if respondents feel that “(your country) has on balance benefited or not from being 
a member of the EC (common market)?” The benefit question also subtly excludes cos
mopolitan sentiment by presenting the issue in terms of national benefits rather than a 
unified community. Finally, a question on community membership offers elements of both 
utilitarian and cosmopolitan sentiment by asking simply if “you think that (your country's)
membership of the European Community [common market] is a good thing, neither good 
nor bad, or a bad thing?” On the one hand, the reference to “your country” and the “good 
versus bad thing” juxtaposition probably weights the question in a nationalist, instrumen
tal direction, while the reference to membership in the European Community has mild 
cosmopolitan overtones.

Note: The 
graphic 
shows the 
average 
responses 
from sur
veys in all 
EU states 
that have 
members 
since 
1985.

Source: Commission of the European Union, Standard Eurobarometer 
(bi‐annual), available from: http://europa.eu.int/comm/public_opinion/
standard_en.htm, accessed August 31, 2005.

Figure 20.2 reveals that until the mid‐1990s, the three questions did reveal a clear hierar
chy of support. The cosmopolitan overtones of the “unify” question evoked the most favor
able responses, followed by the mixed message of membership and the starkly utilitarian 
question on “benefit.” However, beginning with the collapse of support on all three mea
sures that followed the Maastricht Treaty in 1992, benefit and membership appear to 
have become close to identical. Anticipating the theme of the next section of this chapter, 
I would argue that this is a perfectly rational evolution, for it was after the Maastricht 
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Treaty that the EU expanded its powers into more and more policy areas that affected the 
material interests of European citizens—there was a lot more cost and benefit to be con
cerned about (Eichenberg and Dalton 2003). The fact that Europeans would increasingly 
interpret the membership question in a (p. 391)  fashion similar to the benefit question 
therefore suggests that citizens had correctly identified the shifting nature of the integra
tion process.

In any case, the differences in the average level of support for integration evinced in the 
three questions demonstrates once again that citizens resolved any uncertainty or am
bivalence by responding to the cosmopolitan or utilitarian considerations evoked by the 
question and by changing policy circumstances. Nonetheless, Figure 20.2 also suggests 
that a common disposition—what we might call a “European integration mood”—also per
meates these sentiments. Although the membership question did peak somewhat higher 
at about the time of the Maastricht Treaty in 1992, clearly there is a great deal of com
mon movement in the measures.

2 Is Public Opinion on Global Issues “Ratio
nal?”
We have seen that there are common dispositions (“moods”) in the collective opinions of 
US and European citizens and that these moods are sensitive to particular considerations 
operating at any moment in time. The combined impact of short‐term considerations and 
the personal predilections of survey respondents produces (p. 392) opinion moods that 
ebb and flow in ways that make a good deal of sense given what we know about the poli
cy issues.

This pattern of stable, sensible movement in citizen opinion contradicts a long‐standing 
consensus concerning public opinion on national security and foreign policy. Prior to the 
1980s, the prevailing view of scholars was that an uninformed, disinterested public was 
almost by definition incapable of producing a “rational” public opinion on foreign policy 
matters (the substantial literature surrounding this view is reviewed in detail in Holsti 
2004, 25–98). In particular, public opinion was characterized as irrational in several spe
cific senses of the word. First, it was argued that public opinion was highly changeable, 
indeed unstable, in the sense of revealing large swings from one opinion to another for no 
apparent reason. Second, public opinion was incoherent: an opinion on one foreign policy 
issue was unlikely to be related to views on other, even similar issues. Finally, public opin
ion could therefore not reveal any real relation to world events or policy actions, for the 
information level needed to form such opinions was low; public opinion was too change
able and incoherent to produce any plausible relationship between the real world and 
public opinion. And if opinion was so irrational, how could foreign policy be governed de
mocratically?
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All of this changed after Shapiro and Page's landmark study of American public opinion 
and foreign policy between 1935 and 1985 (1988). They argued that a description of pub
lic opinion in its collectivity must be based on as many individual questions as possible. 
They therefore amassed an extensive database of survey questions on foreign policy in 
the US between 1935 and 1985 and calculated the magnitude of change between any two 
identical, adjacent items (1988, 215). Their analysis is telling: public opinion turned out 
to be very stable indeed. In fact, in half of more than 1,000 surveys, there was no opinion 
change between adjacent time points. Among those questions that did reveal change, the 
largest share was rather modest. Moreover, Page and Shapiro examined reversals in the 
direction of opinion that might suggest a fickle or capricious public. Such fluctuations 
were very rare: they occurred in only 18 percent of the relevant survey questions, leading 
Shapiro and Page to conclude that “This would not seem to support the notion that the 
public has fickle and vacillating moods toward either foreign or domestic affairs” (1988, 
219).

Stability also characterizes a variety of opinions on foreign policy and national security in 
the west European countries for which historical survey materials are available. In 1989, 
after studying a large number of west European public opinion surveys on the East–West 
military balance, nuclear weapons and arms control, defense spending, and the NATO al
liance, I concluded that “continuity in public opinion was far more prevalent than change”
(Eichenberg 1989, 198). Similarly, employing data from over 1,000 survey questions in 
France, Germany, and Italy, Isernia, Juhász, and Rattinger (2002) found results that were 
strikingly close to those of Page and Shapiro for the United States. Overall, opinion was 
characterized by moderate change, and reversals in the direction of opinion change were 
rare.

In summary, research demonstrates that public opinion in the United States and western 
Europe is neither highly changeable nor fickle and vacillating. A separate question is 
whether individual opinions are coherent, that is, whether views on one (p. 393) issue or 
set of issues are correlated with views on similar issues. For example, if one has a gener
ally favorable view of the United Nations, should one not also favor securing the approval 
of that organization before using military force to resolve conflicts? Similarly, if one is 
positively disposed to defense spending and generally supportive of using national mili
tary forces for purposes of deterrence or resolving conflicts, should one not also down
play the role of the United Nations?

These sorts of question have animated a substantial body of scholarly research over the 
last twenty years, and the results prevailing in these studies is that individual opinions 
are in fact coherent. The most historically comprehensive research on this issue has been 
conducted by Eugene Wittkopf in the US context. Wittkopf studied the questions adminis
tered in the quadrennial surveys of the Chicago Council on Foreign Relations on Ameri
can Public Opinion and US Foreign Policy (Wittkopf 1990, 1996). The Chicago Council 
surveys are particularly valuable because they include a very large number of questions 
on a variety of political, military, and economic issues. Analysts are therefore not depen
dent on single questions, and more importantly, one can investigate the degree to which 
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citizens' views on one set of issues (such as international institutions) are correlated with 
their views on other issues (such as the use of military force).

Wittkopf's most important finding is that Americans have long been divided on a crucial 
question: the role of military force in international relations. Americans divide into three 
groups on this question: a “hardliner” group that largely endorses the threat or use of 
military force and consider issues of power balance and competition to be primary in in
ternational relations; an “accommodationist” group that is critical of military force and 
therefore favors the use of multilateral international institutions to resolve global con
flicts; and a mixed “internationalist” group who favor elements of both militant and coop
erative engagement in world affairs. There is also a small isolationist group that opposes 
all types of international engagement (1990, 26).

Equally important, Wittkopf finds that citizen opinions on a range of international issues 
tend to cluster together within these groups—indeed the strong correlation among many 
survey items is what defines the groups. Thus, a citizen who favors a strong role for the 
UN is also likely to be critical of military power; to favor trade as a tool for building inter
national cooperation; and to disdain unilateralism while endorsing multilateralism (Wit
tkopf 1990, 1996). A militant internationalist would have largely opposite opinions. The 
key point is that citizen responses to many different questions are correlated in this way. 
Their opinions are, in a word, coherent.

Studies of public opinion in western Europe reveal the same coherence. What is interest
ing about these studies is the similarity to Wittkopf's finding for US public opinion: a 
citizen's opinion about the role of military force in international relations seems to be the 
factor that most strongly conditions the world‐view. For example, Ziegler (1987) studied 
European public opinion toward transatlantic relations during the 1980s, including sur
vey items on NATO, defense spending, and support for missile deployment in France, Ger
many, Italy, and the United Kingdom. Like Wittkopf, he found that opinions tend to cluster 
into a relatively militant group (generally favoring military solutions) and a more dovish 
group, with a “mixed group” also existing. Everts (1995) found a similar structure in Eu
rope, and Jenkins‐Smith, Herron, and (p. 394) Mitchell (2004) found that American and 
British attitudes on a variety of nuclear issues formed a similar pattern. Asmus, Everts, 
and Isernia (2003, 2004)studied responses in the United States and seven European 
countries using the comprehensive yearly surveys of US and European attitudes conduct
ed by the German Marshall Fund of the United States (GMFUS 2005; see also Isernia and 
Everts 2004). They found opinion clusters much like those in the US. Like individual opin
ions, moreover, these clusters of attitudes are relatively stable; they have existed in all 
GMF surveys from 2002 through 2005 (GMFUS 2005).

We thus have evidence that public opinion is “rational” in the dual sense of exhibiting sta
bility and coherence. But what of plausibility? Does public opinion change in ways that re
flect events occurring in the global environment or in reaction to government policies? 
And what is the form of that response? The examples described earlier in this chapter 
have already provided substantial evidence that public opinion moves plausibly in reac
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tion to events and policy. Other studies provide additional evidence. For example, I have 
noted that Shapiro and Page found that public opinion rarely reverses direction. Based on 
extensive analysis of a number of foreign policy opinions, they further concluded that 
“These changes have seldom, if ever, occurred … without reasonable causes, such as the 
actions of foreign friends or enemies or changes in the United States' position in the 
world” (1988, 220–1).

Can we generalize about the form taken by the reactions of the public? Some opinion 
change is clearly instrumental; it reacts to the success or failure of government policy. 
For example, the evaluations of European integration that I described earlier are strongly 
correlated with the EU's economic policy performance. Europeans react negatively to bad 
economic news, for example, but positively to the gains made from expanding trade 
(Eichenberg and Dalton 1993, 2003; Gabel 1998). Aside from this instrumentality, there is 
also evidence in several contexts that the reaction of the public reflects a desire for mod
eration in policy. For example, Nincic (1988) studied American evaluations of foreign poli
cy toward the Soviet Union under Presidents Carter and Reagan. Nincic's principal ques
tion was whether public opinion considered presidential policies too “hard” or too “soft.” 
The results were clear: under Carter, respondents tended to argue that policy was too 
“soft,” and under Reagan too “hard.” Nincic (1988) labels this pattern the “policy of oppo
sites” and suggests that the public essentially reacts by expressing a desire to “reign in” 
presidents who move too far in either direction. The pattern of “opposites” in public reac
tions to defense and foreign policy also suggests the more general relevance of Stimson's 
notion of a moderate zone of acceptability in citizen issue opinions. When government 
policy moves outside the zone of what the public will accept (or tolerate), public opinion 
will react by demanding a return to acceptable policies (Stimson 1999, 122–3).

There is substantial evidence of this pattern of “opposites” in public reactions to changes 
in the level of defense spending in both the US and in western Europe. Wlezien conceptu
alizes the pattern in terms of a “thermostat” metaphor: if policy (in this case defense 
spending) moves below or above the public's desired level, opinion (p. 395) will react in 
the opposite direction by demanding an increase or decrease for subsequent years. Fol
lowing this metaphor, we would expect to see a negative correlation between changes in 
the defense budget and public opinion, and this is precisely what Wlezien finds in several 
studies (1995, 1996, 2004). Indeed, the “thermostat” phenomenon characterizes citizens' 
reaction to budgetary change in both the defense and domestic policy domains in the US, 
the United Kingdom, and elsewhere (Eichenberg and Stoll 2003; Wlezien 2004; Soroka 
and Wlezien 2004, 2005). Moreover, the evidence suggests that governments subsequent
ly adjust budgets to reflect public preferences, a finding that holds in the US and several 
European countries (Hartley and Russett 1992; Wlezien 1995; Eichenberg and Stoll 
2003). In both domestic and foreign policy, then, the thermostat reaction suggests that 
for the public, moderation is a virtue—and governments do take notice.

This is something that we might have inferred from the studies of opinion clusters dis
cussed immediately above. Citizens with very hawkish or dovish views are not the majori
ty in either the US or Europe. Rather, the plurality or even majority of citizens are 
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“pragmatists” (Asmus, Everts, and Isernia 2003, 2004) or “internationalists” (Wittkopf 
1990) who prefer a mixture of forceful and conciliatory policies. Not surprisingly, there
fore, if policy moves too far in either direction, there is a substantial number of citizens 
who will signal the opinion that the thermostat should be turned back in a more moderate 
direction.

3 Are There Universal Patterns in Global Public 
Opinion?
Because most scholarship is based on US and European public opinion, a question arises: 
how universal are patterns in public opinion on world politics, especially on the crucial is
sues of war and peace that have preoccupied global audiences over the last fifteen years?

The attitudes of US citizens on war and peace issues—the use of military force—are now 
well understood. Two early studies by Jentleson and Britton showed that the support of 
US citizens for using military force is heavily influenced by the objective for which force 
is used, what Jentleson calls the “principal policy objective” (Jentleson 1992; Jentleson 
and Britton 1998). Support for restraining or defending against foreign adversaries (for
eign policy restraint) is very high, as is support for humanitarian relief operations, pre
sumably because these actions enjoy normative and legal legitimacy and because the mili
tary requirements of success are fairly clear. In contrast, support for involvement in civil 
wars—internal political conflicts in Jentleson's terminology—is low, because such actions 
enjoy less legal legitimacy and perhaps also because they are risky and potentially costly 
operations. In a study of all US military interventions since 1981, Eichenberg (2005) 
confirms the importance of (p. 396) the principal policy objective and also finds that US 
citizen support for peacekeeping missions is low, perhaps because they engender involve
ment in civil strife situations.

These findings have been replicated in a number of studies with similar results, although 
each new study also offers a theoretical improvement (for comprehensive reviews of this 
literature, see Klarevas 2002; Holsti 2004; and Eichenberg 2005). Most important is the 
work of Larson, who argues that US public support for military operations is a cost bene
fit calculation: citizens evaluate the potential benefits of the action in terms of the stakes 
involved and the probability of success, and the costs of the action in terms of the human 
and financial costs. In three studies of a number of military conflicts involving the US, 
Larson finds robust support for his argument (Larson 1996, Larson and Sarych 2005). 
The importance of rational calculation is also confirmed in additional studies that find 
that the stakes, human cost, and relative success of the mission are key determinants of 
citizen support, although the principal policy objective remains a key influence on base 
levels of support (Feaver and Gelpi 2004; Gelpi, Feaver, and Reifler 2004; Eichenberg 
2005).
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How universal are these patterns? Do the considerations that influence the opinions of 
US citizens also operate elsewhere around the globe, or do opinions elsewhere differ 
from findings in the US setting? Until recently, it was difficult to answer these questions. 
Although there have been studies of citizen opinion in individual European societies 
(Mendel 1961; Everts 2000; Everts and Isernia 2001; Bobrow and Boyer 2001) or con
cerning individual historical conflicts (Sobel and Schiraev 2003; Everts and Isernia 2005), 
there have been no truly comparative, historical studies of the sort that characterize 
scholarship on US public opinion. Moreover, public opinion outside of Europe and the US 
has received limited attention. True, there has been a tremendous growth in truly com
parative, global polling, especially concerning American foreign policy, the war in 
Afghanistan, and the war in Iraq (Pew Research Center 2005; GMFUS 2005). Nonethe
less, scholars have only begun to tap these global sources in basic research on the 
sources of attitudes (Goldsmith, Horiuchi, and Inoguchi 2005).

Certainly there are clues to the determinants of support for using military force in global 
public opinion. For example, both in Europe and elsewhere, there is substantial evidence 
that the legitimacy surrounding the action is a key influence, as evidenced by the en
dorsement of international institutions, coalitions, or alliances (Everts 1995; Everts and 
Sinnot 1995; Sobel and Schiraev 2003; Everts and Isernia 2005). Public opinion in Europe 
also shows a sensitivity to risk and casualties (Everts 2000), and one cross‐national study 
of opinion in sixty‐three countries showed that support for the US war against 
Afghanistan in 2001 varied with such national characteristics as alliance memberships, 
trade with the US, past experience with terrorism, and the percentage of Muslims in the 
population (Goldsmith, Horiuchi, and Inoguchi 2005; see also Pew Research Center 
2005). There is, in short, some limited evidence that support for using military force 
demonstrates both universal aspects that condition support in all countries (international 
legitimacy), and national variations in which the characteristics and international position 
of a country influences the level of support for military actions.

(p. 397)

I examined these two sets of variables, which I labeled universal logics and national char
acteristics, in a study of public support for using military force in eighty‐one countries. 
The study included public opinion surveys before and during the Persian Gulf War, the 
wars in Bosnia and Kosovo, and the US‐led wars against Afghanistan and Iraq (Eichen
berg 2006). The data in this study provide a rare cross‐national insight into the determi
nants of support for military action.

An important result of the study is that there is indeed a universal logic to support for us
ing military force. That is, even controlling for such national characteristics as relative 
wealth, military power, trade relationships, and religious composition of the population, 
variables relating to the principal policy objective of the action, the degree of internation
al legitimacy attached to the action, the participation of international forces, and the risk 
and costliness of the action remain very strong correlates of support for using military 
force. One example illustrates the importance of these universal logics. Generally, soci
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eties with large Muslim populations have been skeptical of using military force. However, 
during the Gulf War in 1991, nineteen survey questions about coalition military action 
against Iraq were asked in Bahrain, Oman, Saudi Arabia, Turkey, and the United Arab 
Emirates, all countries with majority Muslim populations. Support for military action 
against Iraq averaged 50 percent in these countries and approached 60 percent in Saudi 
Arabia and Turkey. In the other conflicts, support for using force averages 25 percent in 
predominantly Muslim societies.

This finding reinforces the universal importance of policy objectives and international le
gitimacy to support for using force. The restraint of a demonstrably aggressive neighbor 
in the Persian Gulf overrode whatever doubts that Muslims in the region might have had 
about the use of force against Iraq in 1991. The fact that the coalition military effort had 
been endorsed by the United Nations was also no doubt a factor (Eichenberg 2006, 60). 
Some considerations, it appears, are indeed universal.

Yet national characteristics are also important. In particular, even when controlling for 
universal logics, the effect of important national characteristics, such as relative wealth, 
relative military power, alliance commitments, and religious composition of the popula
tion, remain strong correlates of support for using force. Put briefly, poor, weak societies 
that are not allied with the US are far less supportive of using military force than are 
wealthy, powerful allies of the US. My conclusion concerning these relationships is this:

The experience and interests that are captured by national characteristics form 
something of a structural baseline in national perspectives. Citizens of a country 
that is poor, militarily weak, and outside the alliance orbit of the international 
system's dominant powers are unlikely to look positively on the use of military 
force to resolve conflicts, especially when it is the military of the system's most 
powerful actors that form the core of the forces involved. Nonetheless, this struc
tural baseline is not immutable. There are also political and normative logics that 
move support above and below the baseline of support. (Eichenberg 2006, 51–2).

The different levels of support of Muslim citizens during the Gulf War of 1991 and the Iraq War 
of 2003 is a perfect illustration. Support was low in the latter case because its objective was 
regime change; it was carried out by just a few international actors led (p. 398) by the US; and it 
was not endorsed by the international community. In the former case, the action aimed to re
verse a clear case of aggression; it was sanctioned by the international community; and it was 
carried out by a broad coalition of actors.

4 Conclusions
In the past, research on citizen opinions of world affairs was something of a hard case for 
those who hope for democratic control of policy. Citizens in most countries are not well 
informed on global issues, and on many issues they are understandably ambivalent. As a 
result, when the pollsters ask complicated questions about truly difficult decisions—such 
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as the decision to go to war—citizens are likely to sway one way or the other, depending 
on the exact words that are put before them.

Yet a review of scholarship on public opinion concerning issues of foreign policy, national 
security, and war and peace reveals that citizens in most countries have quite sensible re
actions to these complexities. Although survey organizations are prone to place quite dif
ferent questions before respondents, we have seen that their responses reveal identifi
able “moods.” Citizens notice the nuances of policies that are queried in public opinion 
surveys, and the “mood” of citizens reveals itself. These moods are in turn quite reason
able given the policy choices surrounding them, and the evidence suggests that govern
ments represent this sentiment in subsequent policy. Equally important, citizen opinions 
are “rational,” in the sense that they are relatively stable, coherent, and plausibly related 
to world events.

Finally, there is some evidence that citizen opinions on world affairs, especially on issues 
of war and peace, share some universal judgments. Citizens in all countries value the in
ternational legitimacy that flows from the endorsement of international institutions. Citi
zens in all countries shy away from risky actions and from the possible loss of life in war. 
But it is also true that attitudes are formed from a national perspective. Citizens of rich 
and powerful states are more comfortable with the use of force in international relations. 
Citizens of poorer and weaker states are far less enthusiastic. The conversation between 
the citizens of these two groups represents an important challenge for the future.
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Abstract and Keywords

This article discusses the normative aspects of citizenship or the support for the ‘norms of 
citizenship’. The norms discussed in the article refer to the image of a ‘good citizen’, 
which is characterized by the acceptance of such norms being active in politics and pub
lic life. The definition of a good citizen is provided, and the norms of citizenship are enu
merated and discussed.
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IN the last few years the concept of citizenship has endured a remarkable revival in both 
academic and political debates. This fashion is closely related to several major problems 
that supposedly trouble contemporary democracies. Particularly prominent is a lament 
about the increase of social egoism, declining feelings of solidarity and community, a pub
lic withdrawal from the “dirty” realm of politics, and the decrease of social and political 
engagement. There seems to be a widespread consensus that a revival of citizenship can 
compensate and make up for the assumed deficiencies of modern democracies and espe
cially offer a cure for welfare states confronted with severe budgetary constraints. If gov
ernments increasingly lose confidence in their own capabilities and withdraw from the 
public space, a renewed focus on the roles of citizens is obvious.

Citizenship—broadly understood as a relationship between an individual and a state in 
which the individual owes loyalty to the state and is entitled to its protection—has behav
ioral, attitudinal, and normative aspects. In that way, the concept covers the whole area 
of political behavior ranging from casting a vote in national elections to combating the 
ideals of a local interest group.1 This chapter highlights the normative aspects of citizen
ship; that is, support for “norms of citizenship.” These norms refer to the image of a 
“good citizen” which is characterized by the acceptance of such norms as being active in 
politics and public life, showing solidarity with other people, paying taxes and fees, and 
obeying laws and regulations. The main question, then, is not whether people indeed are 
politically active (p. 403) or actually obey the laws. Instead, I examine the normative con
siderations about the position of citizens in democratic systems. Which norms character
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ize a “good citizen?” Are these norms of citizenship widely spread among the citizenries 
of mass democracies?

Studying norms of citizenship in addition to behavioral and attitudinal aspects of democ
ratic politics is important for two purposes. First, although norms, attitudes, and behavior 
are not simply identical, people will engage in politics and public affairs in ways consis
tent with their norms of citizenship. For example, those who support the idea that citizens 
have a duty to cast a vote will be much more likely to participate in elections than other 
people do. Second, norms of citizenship provide reasons why citizens behave in specific 
ways. Those who strongly support the duty to vote will give different reasons for their 
participation in an election than those who consider politics and elections from a more in
strumental view (cf. Theiss‐Morse 1993; Verba et al. 1995).

1 Citizenship
A “good citizen” can be defined in many ways. Political philosophers from Aristotle and 
Plato to Michael Walzer and Benjamin Barber have dealt with the relationships between 
the requirements of the community on the one hand, and the rights and obligations of 
people living in that community on the other. Probably no community can exist on the ba
sis of power and control only—without some minimum level of acceptance of its basic 
principles by its members, the persistence of any community is endangered. Discussions 
about citizenship concentrate on the exact definition of the rights and duties of people liv
ing in particular communities, usually states. The interdependence between the needs of 
a community and the features of a “good” member of that community typically is taken 
for granted. Following this argument, people living in democratic communities have to 
meet the requirements of democratic social life. These requirements are summarized un
der the label citizenship and include such things as engagement in public and political af
fairs, responsibility, solidarity, equal opportunities, and individual rights.2 In fact, the very 
recognition of these requirements transforms people living in some community or state 
into citizens living in a democratic polity. For that reason, applying the concept (p. 404)

citizenship only makes sense if people are citizens and not simply subjects. Understood in 
this way, advanced and widely ensured citizenship, by definition, is democratic citizen
ship. This specification does not imply, of course, that citizenship only makes sense when 
applied to liberal democracies in Europe or North America. For democratic political sys
tems in Africa or Latin America, the notion of citizenship is as important as it is for any 
other democratic system. And although one could think of people living under non‐democ
ratic regimes as citizens‐without‐rights, the concepts democracy and citizenship cannot 
be disconnected without fundamentally changing the meaning of each of them.

Even if we restrict citizenship to democratic citizenship, many types of rights and obliga
tions can be distinguished: legal rights and obligations, political rights and obligations, 
social rights and obligations, and participation rights and obligations (cf. Janoski 1998). 
Starting with Pericles' speech more than 2,400 years ago politicians and political theo
rists have defended the notion that a well‐developed democracy relies on the combination
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of private engagement and political involvement among its citizens.3 In the winter of 431–
430 BC the citizens of Athens gathered to bury their casualties of the first year of the 
Peloponnesian War. Pericles delivered the funeral oration and he used the opportunity to 
emphasize the extraordinary high culture and love of freedom of his native city with 
pride. Besides, he stressed the obligations of a “good citizen”:

An Athenian citizen does not neglect the state because he takes care of his own 
household; and even those of us who are engaged in business have a fair idea of 
politics. We alone regard a man who takes no interest in public affairs, not as a 
harmless, but as a useless character; and if few of us are originators, we are all 
sound judges of policy. (Sabine and Thorson 1973, 28)

This dual responsibility still defines the obligations of a “good citizen” fairly accurate and it can 
be seen as a core requirement for the establishment and endurance of democratic political sys
tems (cf. Portis 1985, 458).
Since comprehensive citizenship presumes a democratic community the concept obtained 
significant political relevance with the American and French Revolutions. In the “Declara
tion of the Rights of Man and of the Citizen” the French National Assembly in August 
1789 proclaimed that “Men are born and remain free and equal in rights” and the final 
end of every political institution being “the natural and inalienable rights of man.” The 
Virginia “Bill of Rights”—published thirteen years earlier than the French text—also 
stressed the universal nature of these rights and the correspondence between individual 
political rights and the “common interest” (cf. Schudson 1998, 28). According to these 
documents, the power of a state should be based on the consent of its citizens and the 
protection of individual rights. Every (independent) person has basic and equal rights, 
but only in a democracy is the state the property of its own citizenry. And only in a democ
racy have people particular rights as citizens. This double recognition of individual rights 
and “ownership” of the (p. 405) state indicates a radical break with previous thinking and 
the accentuation of citizenship as an important aspect of democratic governance.

Ever since the late eighteenth century the protection of individual rights and its counter
part—the limitations of state power—determine our understanding of citizenship and 
democracy. Thomas Marshall (1950) summarized the idea of citizenship and its relevance 
for contemporary discussions of democracy and political behavior is his seminal contribu
tion on the history of citizenship. He distinguished between three types of rights: civil, po
litical, and social rights. According to Marshall, citizenship is a status granted to individu
als who meet specific requirements; it transforms people from subjects of political 
processes to participants and doers. It defines both rights and duties of citizens; that is, it 
defines both the entitlements of each person against the community or the state as well 
as its obligations towards these institutions (Marshall 1950, 41–3, 45–6).

A citizen concentrating on his or her own household and business is—as Pericles re
marked—a “useless character” and clearly not somebody entitled to citizenship. This 
sense of duty towards “public affairs” is characteristic for most conceptualizations of citi
zenship. According to Marshall citizenship requires “a direct sense of community mem
bership based on loyalty to a civilisation which is a common possession. It is a loyalty of 
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free men endowed with rights and protected by a common law” (1950, 24). Divergent ap
proaches of citizenship all accept the notion of “loyalties” on the one hand, and “rights” 
of “free men” on the other. What distinguishes different approaches, however, is the way 
they deal with conflicts of interests between these notions: what should happen in cases 
of clear conflicts of interest between “the good of the community” and individual citizens 
using their rights? What is to be done when Marshall's “free men” decide to use their 
rights in such a way that they abstain from being loyal? Are rights only available to those 
persons that are loyal? Is a “sense of community” based on, say, purely egoistic motives 
instead of “loyalty to a civilisation” acceptable as a hallmark of citizenship? As Dahl no
ticed: “If a society could exist in which there were no conflicts of interest, no one would 
have much need for personal rights: What any citizen wanted, everyone would 
want” (1989, 220). Since conflicts and incompatibilities are normal in every community 
and state, guidelines are required how to deal with them. Different approaches to citizen
ship define various ways to handle these conflicts and incompatibilities.4

Broadly speaking, contemporary authors on citizenship present liberal, social democratic, 
communitarian, and republican ways to handle conflicts of interests or incompatibilities 
between various principles (cf. Janoski 1998, 17–23; Hemerijck 2001, 138–40). In liberal 
approaches freedom from undesired intervention by the state or other citizens (“negative 
freedom”) and equality of opportunities are stressed. Social (p. 406) democratic approach
es usually have a lot in common with liberal approaches, but rely on the idea that people 
should have sufficient resources to utilize opportunities (“positive freedom”). The two oth
er approaches stress the importance of the community. Communitarian approaches reject 
the focus within liberal and social democratic traditions on rights at the expense of oblig
ations. They stress the interdependency between the individual and the community rather 
than individual rights. Republican approaches accentuate the political community as op
posed to some “natural” community emphasized by communitarians, and the rights, oblig
ations, and loyalties of citizens are directly linked to the political system.

The close connection between concepts of citizenship and democracy can be illustrated 
easily by fashionable communitarian proposals as presented by Benjamin Barber. Basical
ly relying on similar arguments as Pericles, Barber (1984; 1995) makes a strong case for a 
much more “participatory democracy” as an alternative for liberal “thin democracy” and 
“politics as zookeeping.” A “good citizen” can only exist in a “strong democracy,” which 
“requires unmediated self‐government by an engaged citizenry” (Barber 1984, 261). The 
main characteristic of such a healthy democracy is that it is “the politics of amateurs, 
where every man is compelled to encounter every other man without the intermediary of 
expertise” (Barber 1984, 152). Barber repeatedly stresses that participation can be 
learned by active citizens in order to develop citizenship. Hence, engagement in politics 
is not to be considered as a specific type of activity—it is an integral part of social life and 
essential for citizenship. A “good citizen” is someone who does not accept the distinction 
between political and non‐political activities and orientations.
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This concise overview of various approaches to the concept citizenship yields two conclu
sions. First, advanced citizenship is concerned with duties (obligations, loyalties) and 
rights (privileges) of citizens as “free men” in democratic societies; that is, it is based on 
the relationship between private and public affairs. This conceptualization underlines the 
direct relationships between democracy and citizenship, and excludes the use of citizen
ship for non‐democratic political systems. Second, it cannot be presumed that the rights 
and duties of citizens are simply compatible with the rights and duties of fellow citizens 
or with the needs of the community or the state.

2 Norms of Citizenship
Empirical research on citizenship has been mainly concerned with citizenship as a syn
onym for political behavior. The early voting studies, but especially Almond and Verba's 

Civic Culture (1963), seem to rely on the presumption that anything a citizen does or 
thinks about politics is an aspect of citizenship. As indicated, the focus here is more limit
ed and directed toward the normative aspects of citizenship. With respect to the exten
sive conceptualizations and century‐old discussions among political (p. 407) philosophers 
about the various meanings of citizenship and the norms of citizenship, it is remarkable 
that empirical research on the normative aspects is rare. What image do citizens have of 
norms of citizenship; that is, what image do they have about a “good citizen?” How are 
norms of citizenship distributed in democracies? Do people recognize a distinction be
tween private and public affairs? Astonishing as it might be, not much empirical informa
tion is available to answer these questions. Besides, the available evidence is almost com
pletely restricted to liberal democracies in Europe and North America.

2.1 Images of a “Good Citizen”

A first way to get information about the images of a “good citizen” among citizens is sim
ply to ask citizens what they consider important aspects of “good citizens.” This can be 
done by using open‐ended questions in surveys, by in‐depth interviews, or by organizing 
discussions among focus groups. Lane (1962)interviewed fifteen Eastport men about their 
views on citizenship. Focus groups have been selected by Pamela Johnston Conover and 
her collaborators (1990, 1991, 1993, 2004) in their extensive comparisons of the ideas 
about citizenship among British and American citizens.

In order to obtain empirical information about the way citizens think about their rights 
and duties, Conover and her colleagues initially organized focus group discussions. Con
trary to standardized surveys, in‐depth interviews and focus groups encourage partici
pants to rely on their own vocabulary and ways of arguing. Researchers confronted the 
groups with a number of hypothetical dilemmas as well as more abstract questions about 
citizenship. More recently, they expanded the research design to cover local contexts and 
the function of citizenship ideas in different communities. The results of these studies 
provide very interesting information about what citizens think about citizenship and the 
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language they use to articulate these ideas. Besides, especially opinions about privileges 
and rights among focus groups appeared to be much more coherent than expected:

many citizens share common understandings of the content, nature, and origins of 
rights. But American and British citizens operate with different schemas. When 
American citizens think about rights, they most naturally think about civil rights. 
Underlying this shared focus is a legalistic, basically negative understanding of 
the nature of rights, an understanding that fits easily with the existence of civil 
rights but that in their minds is incongruent with the existence of positive social 
rights. When British citizens think about their rights they most naturally think 
about social rights. Underlying this common perspective is a contractual concep
tion of rights, accompanied by a sense that these rights have gradually accumulat
ed over the centuries in the course of popular campaigns and struggles. (Conover 
et al. 1990, 11; cf. Conover et al. 1991, 812; Conover et al. 1993, 158)

These two different understandings of citizens' rights imply a very uneven representation 
of the three conventionally distinguished civil, political, and social rights. Although Amer
ican participants do recognize political and social rights, the emphasis undoubtedly lies 
on civil rights (freedom of speech, freedom of (p. 408) religion, etc.) and “liberal” ap
proaches. This is especially remarkable since many political theorists have argued for a 
much broader understanding of citizenship stressing emancipatory aspects and guaran
tees that basic needs are met by the community. In Britain, the emphasis is on social 
rights and “communitarian” approaches are dominant, and less importance is attached to 
political and civic rights. For explanations of the origin of rights, citizens in both coun
tries refer to “communitarian” ideas. Political rights do not seem to be very relevant for 
the meaning of citizenship in both countries.

A widely shared “liberal” understanding also characterizes the way people think of re
sponsibilities and duties of citizens. Central to the “liberal” understanding of core respon
sibilities of citizens in both countries

are fundamental duties necessary for the preservation of civil life (e.g., obedience 
to the law, respect for the rights of others) and the political system (e.g., paying 
taxes, serving on juries, and, occasionally, voting). But people differ sharply over 
other forms of citizen behavior. Most argue that other types of citizen behavior 
(e.g., public services, aid to the needy, political participation beyond voting) are 
not so much responsibilities of citizenship as they are virtuous behaviors that indi
viduals might or might not choose to do. (Conover et al. 1993, 163; cf. Conover et 
al. 1990, 18; Conover et al. 1991, 818)

The differences observed in the arguments about these last kinds of “virtuous behaviors” 
are based on different ideas about the relationship between individuals and the communi
ty. Focus group members discern liberal, communitarian, and mixed approaches, varying 
from duties as merely legal requirements to duties as moral imperatives based on a sense 
of solidarity and concern. Yet, virtually all participants place a high value on these “virtu
ous behaviors”—what distinguishes them is the arguments they use to legitimate these 
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activities. Both American and British participants rely on “liberal” approaches, although 
especially in Britain citizens express significant “communitarian” ideas (Conover et al. 
1990, 18). More recent and more extensive research on local communities in both coun
tries corroborates and enhances these findings (Conover et al. 2004). Responding to the 
question what they “might do to be better citizens” British and American respondents 
“are more likely to think about civic engagement than about electoral participation or de
mocratic deliberation.” Frequently used concepts and images are: “taking care of the en
vironment, helping the elderly and the ill, participating in community organizations, tak
ing a general interest in the community, giving to charity, and (in Britain) caring for ani
mals” (Conover et al. 2004, 1060).

From these focus group discussions and local interviews the outline of a “good citizen” is 
fairly clear. A “good citizen” understands his or her rights mainly as civil rights (US) or 
social rights (Britain) and does not consider political rights to be equally important or rel
evant. Second, a “good citizen” understands his or her duties mainly as duties and re
sponsibilities that are required to preserve civil life. A “good citizen” certainly values so
cial engagement and active involvement in community matters, but no consensus exist 
about the reasons for these activities. This outline of citizenship is both remarkably limit
ed and surprisingly sophisticated. The limitations are indicated by the dominance of the 
“liberal” approach to (p. 409) citizenship and interpretations of rights and duties as indi
vidual rights and duties. However, this dominance certainly does not exclude more so
phisticated arguments about the need for social concern and collective action in the Unit
ed States or in Britain.

Although Conover and her colleagues collected and analyzed their material with extraor
dinary care and presented very original and unusual views on the ideas of citizens about 
citizenship, the problematic aspects of their studies are obvious. The strong emphasis on 
“liberal” approaches to citizenship and the “mixture” of “liberal” and “communitarian” ar
guments are hardly surprising for British and American participants. Furthermore, for 
conclusions about the distributions of norms of citizenship among citizens representative 
samples of these populations are required. In other words: we need to go beyond results 
of focus groups and local interviews and should try to avoid a possible Anglo‐Saxon bias 
by using comparative studies.

2.2 Support for Norms of Citizenship

Listening to discussions in focus groups and using open‐ended questions are excellent 
ways to trace images of citizenship. However, these research strategies do not allow for 
inferences about the distribution of various aspects of norms of citizenship among the 
populations of mass democracies. In order to deal with that last question, representative 
surveys and structured interviews are required. Here, too, the amount of available empir
ical evidence is rather disappointing. Attempting to combine explorative methods and 
large‐scale research Theiss‐Morse (1993) used Q‐factoring to develop an instrument dis
tinguishing four main types of citizenship in two American cities—only one of these types 
include political activities beyond voting. Tyler (1990) presented strong evidence that 
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people rely on images of procedural justice instead of outcomes when they decide to obey 
the law, but did not focus on citizenship.

Major examples of international studies which permit reliable comparisons of at least 
some aspects of norms of citizenship among the populations of democratic polities are the 
Citizenship, Involvement, Democracy project (CID) and the first wave of the European So
cial Survey (ESS).5 The questions on the personal image of a “good citizen” used in the 
CID and ESS are based on a extensive battery developed as part of a Swedish citizenship 
study, which focuses on four dimensions: solidarity, participation, law obeying, and auton
omy (Petersson et al. 1998, 129–30). Although the exact number of items has been re
duced considerably, both the CID and the ESS can trace support for these four aspects of 
citizenship in many countries empirically. The questions direct the respondents' attention 
to the contested meaning of the concept as well as to his or her personal opinions about 
the “good citizen:” (p. 410)

As you know, there are different opinions as to what it takes to be a good citizen. I 
would therefore like to ask you to examine the characteristics listed on the card. 
Looking at what you personally think, how important is it:

A. To show solidarity with people who are worse off than yourself
B. To vote in public elections
C. Never to try to evade taxes
D. To form your own opinion, independently of others
E. Always to obey laws and regulations
F. To be active in organizations
G. To think of others more than yourself
H. To subject your own opinions to critical examination.

Respondents express their opinion for each item on an eleven‐point scale ranging from “very 
unimportant” to “very important.” A shorter instrument is used by the ESS including the items 
A, B, D, E, and F as well as an additional item “Be active in politics.”
Analyzing the ESS data Rossteutscher (2005) reports high levels of support for law obey
ing, solidarity, and autonomy in European democracies. About 70–90 percent of the popu
lations consider these three aspects as “very important” features of a “good citizen.” This 
high level of support can also be revealed for the norm to vote in public elections. Much 
lower, however, is the support for the norm to be active in organizations (Rossteutscher 
2005, 183–9). Denters, Gabriel, and Torcal analyzed the more extensive version cited 
above and could confirm the expected dimensionality as well as the remarkable high level 
of support for the first three aspects of being a “good citizen”:

We have found that in the hearts and minds of citizens the support for various citi
zenship norms is closely linked and that in all countries analysed here widespread 
support for the norms of law‐abidingness, critical and deliberative values, and soli
darity exists. Moreover, we also found that in each of our countries a majority of 
citizens has internalized a fully integrated concept of citizenship, based on simul
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taneous strong support for each of the three basic components of citizenship. 
(Denters, Gabriel, and Torcal 2007)

The results of both the CID and ESS findings are summarized in Figure 21.1. In spite of 
the use of different items and different sets of countries the results are remarkably simi
lar for the two studies. Support for norms of citizenship is high for each of the four major 
aspects. Autonomy and law obeying are unreservedly supported by about 70 percent of 
the respondents, whereas voting and solidarity are considered to be important by about 
60 percent.6 On the other hand we see that the Tocquevillian idea that engagement in vol
untary associations is an important aspect of being a “good citizen,” is supported by 
about one out of every four respondents only. Even more remarkable is the clear lack of 
support for the idea that a “good citizen” should be active in politics: only 10 percent of 
the respondents support the norm that a “good citizen” is—generally speaking—a politi
cal active citizen. In a similar way, Dekker and de Hart (2002) show that politics is an as
tonishingly unimportant aspect of the image of a “good citizen” in The Netherlands. As 

Figure 21.1 (p. 411) makes clear, for the majority of respondents being a “good citizen” in
cludes casting a vote in elections, but no further political activities are required to obtain 
this qualification. In other words, a “good citizen” is someone who visits the ballot box—
not someone who is engaged in public and political affairs beyond voting.7 Moreover, 
these findings do not support the idea that engagement in voluntary associations can be 
seen as a substitute for political engagement. People are consistently reluctant to place 
much value on both social and on political participation as core aspects of being a “good 
citizen” (cf. Theiss‐Morse and Hibbing 2005, 242–5). Obviously, the “ideal citizen is not 
the enlightened political participant cognizant of the common good but the effective one” 

(Gross 1997, 233). This is a remarkably restricted conception of the participatory aspects 
of citizenship, which is far away from ideas presented by political theorists from Pericles 
to Benjamin Barber.
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Fig. 21.1  Aspects of being a “good 
citizen” (percentages of respondents scoring 8, 9, or 
10)

Source: 
ESS: Aus
tria, Bel
gium, 
Switzer
land, 
Czech Re
public, 
Germany, 
Denmark, 
Spain, 
Finland, 
France, 

United Kingdom, Greece, Hungary, Ireland, Israel, Italy, Luxembourg, 
the Netherlands, Norway, Poland, Portugal, Sweden, Slovenia.

CID: Denmark, Germany, Moldova, the Netherlands, Norway, Portugal, 
Romania, Russia, Slovenia, Spain, Sweden, Switzerland.

Figure 21.1 presents the average levels of support for various aspects of being a “good 
citizen.” A closer look at the results for each country suggests substantive differences be
tween the support for each aspect. One might expect that support for norms of citizen
ship is well established in the older democracies of north‐western Europe and that citi
zens with less experience with democratic decision making still hesitate to show that sup
port. This expectation is only confirmed for Spain, which shows a consistently (p. 412) low
er level of support for almost each aspect mentioned. Especially citizens of the newer 
democracies in eastern and central Europe (Slovenia, Moldova, Romania) are much more 
willing to support aspects of “good” citizenship than the average figures indicate. In fact, 
people living in well‐established democracies like Switzerland, Belgium, or the Nether
lands show consistently lower levels of support for many of the aspects of citizenship 
mentioned. Apparently, stressing norms of citizenship is more important for people hav
ing limited experiences with democracy only—in well‐established democracies these 
norms are taken for granted. This conclusion, however, should not be taken too literally 
since deviations from this rule can be easily documented.

Recognizing the importance of rights and obligation of a “good citizen” from a personal 
point of view obviously is the most important, but not the only way to conceptualize citi
zenship. In addition, one could use a societal point of view; that is, consider which society 
people prefer to live in. The CID study includes the following question dealing with this 
view:

I will now read some statements about how society could look. Could you tell me 
for each of these statements whether or not you would like to live in a society 
which emphasizes that …

A. people are industrious and diligent
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B. people take responsibility for each other
C. people stick to the rules
D. people are self‐confident and critical
E. people can do whatever they want
F. people live in economic security and wealth
G. people are politically active
H. people can realize themselves.

Although this question is not developed to observe support for norms of citizenship a con
frontation of the four main aspects of being a “good citizen” with the aspects of the soci
ety people prefer to live in, can provide information about the individual or societal na
ture of citizenship. Table 21.1 presents the levels of support for norms of citizenship from 
both the individual and the societal points of view. These results confirm the conclusion 
that norms of citizenship are widely shared and supported. Furthermore, people clearly 
attach more importance to solidarity as a societal than as an individual feature. Since 
even more respondents would like to live in a society that enable “people to live in eco
nomic security and wealth,” the additional accentuation of societal solidarity as compared 
to individual solidarity is probable due to fears for economic insecurity. Instead to rely on 
help and assistance from individual fellow citizens who behave as “good citizens” many 
people simply want to live in a society were economic security is provided. In a similar 
way, support for law‐ and rule‐obeying norms is also somewhat higher from a societal 
than from an individual point of view. The results for the autonomy items indicate that es
pecially forming independent opinions is supported from the individual perspective. And 
once again, the items referring to participation present the most remarkable findings. 
The majority of respondents consider casting a vote as an aspect of being a “good citi
zen.” Yet only one in three believes that political participation in general is important 
from a societal point of view. Obviously, casting a vote is seen very clearly as a private du
ty and not as a public virtue. The relatively low (p. 413)  level of support for political activi
ties from a societal point of view is in line with the very low level of importance for such 
actions as reported for the “good citizens” in Figure 21.1 above and underlines the mar
ginal position of political participation beyond voting as a norm of citizenship.
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Table 21.1 Norms of citizenship from individual and societal perpec
tives (percentages of respondents scoring 8, 9, or 10)

Individual perspective Societal perspective

As you know, there are 
different opinions as to 
what it takes to be a 
good citizen. I would 
therefore like to ask you 
to examine the charac
teristics listed on the 
card. Looking at what 
you personally think, 
how important is it …

I will now read some 
statements about how 
society could look. 
Could you tell me for 
each of these state
ments whether or not 
you would like to live in 
a society which empha
sizes that …

Sup
port 
(%)

Sup
port 
(%)

A. to show solidarity 
with people who are 
worse off than yourself

56 71 B. people take responsi
bility for each other

G. to think of others 
more than yourself

32 ‐ ‐

B. to vote in public elec
tions

63 ‐ ‐

F. to be active in organi
zations

29 ‐ ‐

‐ 33 G. people are politically 
active

E. always to obey laws 
and regulations

62 69 C. people stick to the 
rules

C. never to try to evade 
taxes

57 ‐
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‐ 28 E. people can do what
ever they want

‐ 67 H. people can realize 
themselves

D. to form your own 
opinion, independently 
of others

73 58 D.people are self‐confi
dent and critical

H. to subject your own 
opinions to critical ex
amination

51 ‐ ‐

58 A. people are industri
ous and diligent

72 F. people live in eco
nomic security and 
wealth

Source: CID: Denmark, Germany, Moldova, the Netherlands, Norway, 
Portugal, Romania, Slovenia, Sweden, Switzerland.

(p. 414)

The country‐specific differences noted in our discussion of Figure 21.1 are not confirmed 
for the results presented in Table 21.1. Very large differences can be found in the support 
for norms of citizenship from the two perspectives in many countries. Citizens of newer 
democracies such as Moldova and Slovenia overwhelmingly support rule‐obeying, autono
my, and participatory aspects, whereas these aspects are less important for people from 
Switzerland or the Netherlands. Especially in Switzerland, the levels of support are rela
tively low for both perspectives. Here, too, we observe a tendency for citizens of estab
lished democracies to take these norms for granted—but the pattern is not consistent and 
several deviations can be observed.

Country‐specific information is also available in other studies. In spite of the fact that this 
balancing of rights and duties of citizens is crucial to distinguish liberal, sociodemocratic, 
communitarian, or republican approaches to citizenship, not much empirical information 
is available on this topic. The British Citizenship Survey 2003 includes the statement “You 
can't demand rights as someone living in the UK without also accepting responsibilities.” 
A very large majority (66 percent) agreed with this assertion, while only 1 percent “defi
nitely disagreed.” That individual accomplishments cannot replace social provisions is 
clearly indicated by the fact that in the same survey only 36 percent agreed with the 
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statement “If people would mind their own business, our society would be a better place” 

(Home Office Research 2004, 23).

The peculiar position of political activities as an aspect of citizenship is also reflected in 
the study of social activists in the United States. Focusing on the reasons these activists 
give for political inactivity the neutral response “I don't have enough time” is followed im
mediately by “I should take care of myself and my family before I worry about the com
munity or nation” and “The important things in my life have nothing to do with politics” 

(Verba et al. 1995, 129).8 Yet those who are politically active refer to “the desire to do 
their duty as a member of the community, to make the community or nation a better place 
to live, or to do their share” as the most important reasons for their engagement (Verba et 
al. 1995, 117). Apparently, social activists justify political activities with norms of citizen
ship whereas political inactivity is defended by pointing to the unimportance of politics as 
compared to other areas of life. Here, too, people do not consider political activities as 
being an obvious part of their involvement in public and social affairs.

The scarce amount of empirical information on the distribution of support for norms of 
citizenship provides a consistent picture. Representative surveys show that large majori
ties of citizens in each democratic polity support norms and obligations related to solidar
ity, obeying laws, and autonomy both from an individual and a societal perspective. Much 
less support is available for the participatory aspects of citizenship. Although many re
spondents underline the need to cast a vote in elections, not much emphasis is placed on 
engagement in voluntary associations or being politically active beyond voting. In current 
democracies the image of a “good citizen” is widely shared and supported. With the ex
ception of social and political (p. 415) involvement beyond voting, this image assembles all 
aspects of the concept of citizenship as discussed by political theorists consistently.

3 Conclusion
Norms of citizenship rely on the notion that citizens should be engaged in both private 
and public affairs. No empirical evidence is available to assess the optimal balance be
tween these areas that citizens might have in mind. What we do have, however, is infor
mation on the images of a “good citizen” and on the support for various norms of citizen
ship both at the individual and the societal level. These findings do not confirm popular 
images about the erosion of social virtues.

For example, Mitchell (2005) observed a significant change in the ways US courts and 
lawmakers define citizenship. This new concept is “marked by a radical individualism and 
extreme libertarianism” and is labeled “The S.U.V. model of citizenship: floating bubbles, 
buffer zones, and the rise of the ‘purely atomic’ individual” (Mitchell 2005, 77). The aver
age citizen does not seem to think of citizenship in these terms. On the contrary. The em
pirical evidence available—although imperfect—clearly rejects fashionable impressions 
about an ongoing erosion of citizenship norms among mass publics. In all democracies 
normative considerations about solidarity, obeying laws, autonomy, and electoral partici
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pation are widely shared and supported. Much less convinced are citizens that participat
ing in voluntary associations or being politically active are features of a “good citizen.”

Empirical information on norms of citizenship, then, are neither in line with negative pic
tures of a rapid decline of public virtues, nor with overenthusiastic expectations about cit
izens eagerly looking for opportunities to participate in “thick democracy.” Whether such 
participation, in turn, would have positive consequences for the development of citizen
ship norms still is a controversial topic. Some authors strongly argue that participation 
does not seem to be necessary for the development of norms such as solidarity (cf. Segall 
2005). Others draw a more complicated picture (cf. Theiss‐Morse 1993; Mansbridge 
1999; Verba et al. 1995, 500) or underline the benevolent impacts of “deliberation” 

(Fishkin and Luskin 2005).

Reviewing the empirical accomplishments of a number of approaches Carmines and 
Huckfeldt conclude that “a revised model of citizenship has emerged—a model of the citi
zen as a cost‐conscious consumer and processor of political information who, while taking 
her duties seriously, has successfully reduced the impulse to be consumed by politics and 
political affairs” (1996, 250). Based on completely different sources Schudson (1998) 
describes the rise of “monitorial citizens” in modern democracies in a similar way: they 
are “perhaps better informed” and “have no more virtue than citizens of the past—but not 
less, either.” The crucial point is that they “tend to be (p. 416) defensive rather than proac
tive” (Schudson 1998, 311). This idea of a “monitorial citizen” seems to be generally sup
ported by the empirical evidence available.

The scarce empirical evidence available does not show a trace of the rise of a “S.U.V. 
model of citizenship” or the arrival of “thick democracy” in the near future. Contrary to 
these fashionable interpretations, people have a much more realistic view of their role in 
democracies. They do take their rights and duties as citizens seriously, but they are reluc
tant to get involved in public and political affairs beyond voting. This should not be used 
to condemn citizens as “useless characters” or current political systems as “thin democ
racies” only. These finding underline the fact that many citizens have a much more down‐
to‐earth orientation towards politics than many professional observers trust them to have.
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Notes:

(1) Citizenship is also used to refer to all aspects of individual political behavior. See for a 
broad conceptualization of citizenship as virtually identical with political behavior in de
mocratic systems: Carmines and Huckfeldt (1996) or Nie et al. (1996).

(2) In public debates “citizenship” is also used as a synonym for nationality as an official 
status and a legal concept (“obtaining British citizenship”). Although rights and duties of 
people also define this use of the concept of citizenship, the formal and legal aspects re
lated to nationality are not relevant for our discussion about the much more general con
cept of norms of citizenship. See for a discussion of the “Problem of Inclusion” from a the
oretical point of view: Dahl (1989, 119–32). The character of citizenship as a right is illus
trated by Dahl's first characterization of a polyarchy: “Citizenship is extended to a rela
tively high proportion of adults” (1989, 220). A detailed analysis of the historical develop
ment of citizenship in the United States is presented by Schudson (1998). See Heater 
(2004) for a general overview of the history of the concept.

(3) See Weintraub (1997) for an excellent overview of the “public/private distinction” and 
its relevance for political theory. Especially feminist approaches focus on this distinction 

(cf. Lister 2003) or Hobson (2000) for a more general approach.

(4) Several authors have argued that these conflicts and incompatibilities are unavoidable 
because the state has a monopoly on the use of force, which is mutually exclusive with le
gitimacy understood as the deliberate acceptance of rules. See Hoffman (2004) for an ex
tensive discussion of this line of reasoning, or Crouch et al. (2001) for discussions about 
the limitations of citizenship and the decline of the nation state.

(5) The network “Citizenship, Involvement, Democracy” (CID) was funded by the Euro
pean Science Foundation; see: www.mzes.uni-mannheim.de/projekte/CID for further infor
mation. For the European Social Survey see: ess.nsd.uib.no/2003

(6) The World Values Survey contains an extended measure for the acceptance of pro‐so
cial norms. The results obtained with this measure underline the conclusion that pro‐so
cial norms are widely accepted in democratic states (cf. Gabriel et al. 2002, 73–9).
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(7) Surveys relying on similar measures as the CID‐project arrive at similar conclusions. 
See Patty, Seyd, and Whiteley (2004, 48–50) for British results about the high levels of 
support for “civic duties and obligations” and a corresponding limited “sense of duty to 
become politically engaged” beyond voting.

(8) See van Deth (2000) for a more extensive discussion of the relative importance of poli
tics as compared to other areas of life.
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Abstract and Keywords

This article looks at an assessment of the extent to which people all over the world sup
port democracy as a form of government. It presents the argument that such an assess
ment cannot provide enough information as long as the people's definition of democracy 
remains uncertain. It then discusses the main connotations that people associate with 
democracy with the main democratic values discerned in normative democratic theory. 
Finally, the article assesses the extent people uphold the more specific values of democra
cy, if they are asked to apply them in particular instances.
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DEMOCRATIC values refer to the basic principles of democratic governance. The extent 
to which people in a particular polity share these basic principles is essential for the de
mocratic quality of a political regime. First, a democratic regime almost by definition is a 

legitimate regime as it is supposed to be based on the consent of the people. Legitimacy 
in turn is usually defined in terms of basic democratic values or principles. According to 
Rawls's liberal principle of legitimacy “our exercise of political power is proper and hence 
justifiable only when it is exercised in accordance with a constitution the essentials of 
which all citizens may reasonably be expected to endorse in the light of principles and 
ideas acceptable to them as reasonable and rational” (Rawls 1996). Or in shorthand: 
“Groups regard a political system as legitimate or illegitimate according to the way in 
which its values fit with theirs.” (Lipset 1966, 77). Second, the legitimacy of a democratic 
political system is generally considered as one of the most important conditions for its 
feasibility and stability.

In Easton's conceptual framework basic political principles or values are an important, if 
not the single most important source of the legitimacy of the regime. A sense of legitima
cy derives from “the conviction on the part of the member that it is right and proper for 
him to accept and obey the authorities and to abide by the requirements of the regime.” 
It is a strong kind of support because “it is not contingent on specific inducements or re
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wards of any kind, except in the very long run. … [I]f there is a strong inner conviction of 
the moral validity of the authorities or regime, support may persist even in the face of re
peated deprivations attributed to the outputs of the authorities or their failure to do so” 

(Easton 1965, 278).

(p. 419)

The dependence of the stability of a democratic system of government on its legitimacy 
and therefore on the extent to which people subscribe to the democratic values behind it, 
is a persistent issue in the literature on democratic government and political culture. In a 
seminal essay Lipset (1966) explained why in the 1930s countries like Germany, Austria, 
and Spain fell for fascism whereas other countries did not. In his view this was because 
the democratic regimes in these countries were not legitimate. Therefore, when the effec
tiveness of these governments broke down in the 1930s these regimes missed the “reser
voir of good will” that helped equally ineffective other democratic regimes in Europe to 
survive the economic crisis.

The collapse of the communist regimes in central and eastern Europe since 1989 and 
their transition towards democracy gave a new boost to studies exploring the feasibility 
of the new democratic regimes given their effectiveness and legitimacy. Once more the 
question is to what extent the democratic values of the citizens of these new regimes are 
well enough developed to sustain the new democratic regimes even if their immediate 
performance is disappointing.

The exploration of the relationship between legitimacy and the stability of democracy is 
beyond the purpose of this chapter. We only refer to it in order to indicate how important 
people's support for democratic values is for our understanding of the fate of democracy.

In this chapter we first assess the extent to which people across the world support 
democracy as a form of government. We then argue that such an assessment is not very 
informative as long as we are uncertain what people mean by democracy. We then con
front the main connotations people associate with democracy with the main democratic 
values discerned in normative democratic theory. We then try to assess to what extent 
people uphold these more specific values of democracy if they are asked to apply them in 
specific circumstances.

1 Support for Democracy
In 1989 Francis Fukuyama declared the end of history. In his view a remarkable consen
sus concerning the legitimacy of liberal democracy as a system of government had 
emerged throughout the world. Although there still are many parts of the world in which 
liberal democracy has not yet triumphed, there is an increasing acceptance of the idea 
that liberal democracy in reality constitutes the best possible solution to the human prob
lem (Fukuyama 1989, 1992).
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This, of course, is a fascinating and provocative statement. But what is the empirical evi
dence for it? Fukuyama's major argument is that liberal democracy has no serious ideo
logical rivals left after having defeated its major ideological rivals, fascism and commu
nism. This might be true, but at least two questions remain. First, it might be true that 
liberal democracy has defeated fascism and communism as (p. 420) serious rival ideolo
gies. But does this really imply that a large majority of the people around the world now 
embrace the values underlying liberal democracy? Second, one might wonder whether 
the “end of history” did not end on September 11, 2001 (Owens 2003). Should we serious
ly believe that liberal democracy finds much support in the Muslim world or are recent 
developments more in line with Huntington's equally challenging thesis of a clash of civi
lizations (Huntington 1996)?

These are the two empirical questions we will address in this section. In order to avoid 
the use of an eclectic collection of data from all kinds of sources, we will mainly rely on 
the cumulative results of the two most recent waves of the World Values Survey (WVS), 
conducted in 1995–6 and 2000–2. Based on questionnaires that explore values and beliefs 
in more than seventy countries, the WVS is an investigation of sociocultural and political 
change that encompasses over 80 percent of the world's population (Inglehart and Norris 
2003; Inglehart and Welzel 2005). These studies asked two general questions that are 
supposed to measure general support for democracy as a form of government. The first 
one asks people whether they think having a democracy is a good way of governing their 
country. The second question asks them to what extent they agree with the statement 
“Democracy may have many problems but it's better than any other form of government.”

The answers to these questions seem to prove Fukuyama right. An overwhelming majori
ty of the people from every corner of the world agree that democracy is an ideal form of 
government. No matter how one subdivides the countries in the world, according to their 
geographic location, the age of their democracy and even according to the distinction be
tween western and Islamic societies, the results are the same: in each category more 
than 80 percent of the people value democracy positively (Bratton, Mattes, and Gyimah‐
Boadi 2004; Dalton and Shin 2006; Inglehart and Norris 2003; Klingemann 1999; Rose 
2002; Rose, Mishler, and Haerpfer 1998; Shin 2005; Tessler 2002).1

How deeply embedded these convictions are, is a different matter. According to Inglehart 
and Welzel (2005, 268–70) “The contemporary world is no longer divided between those 
who favor and those who oppose democracy; the vast majority favors democracy, and the 
main distinction now is whether people support democracy for instrumental or intrinsic 
reasons.” They show that in post‐industrial democracies intrinsic supporters constitute 
the great majority of those who support democracy. In eastern ex‐communist countries 
and low‐income societies high proportions of the public express overt support for democ
racy, but intrinsic supporters form only a minority of them. A majority supports democra
cy for instrumental reasons. These instrumental motives do not reflect a high valuation of 
democracy per se; they reflect support for democracy insofar as it is thought to be linked 
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with prosperity and order. This type of support can quickly vanish if a society's experi
ence under democracy is disappointing.

(p. 421)

Therefore, knowing that people around the world tend to support democracy as an ideal 
form of government is merely a starting point if we want to unveil people's support for de
mocratic values. Is it more than lip service, more than a thin layer of civilization that will 
easily evaporate when people are tested on more specific values of democracy and their 
implications? If it is not, these figures are as convincing as representatives of totalitarian 
regimes serving on the human rights commission of the United Nations. Therefore, in the 
next section we first try to assess what people mean with democracy. Then we see to 
what extent these views match normative theories of democracies. From this confronta
tion we develop what we consider as the most important values of democracy. Next, we 
see to what extent people support these more specific aspects of democracy and—even 
more important—to what extent they uphold these values when they are asked to apply 
them in specific circumstances.

2 Democracy: What does it Mean?
The best way to find out what people mean by democracy is by asking them. The most ap
propriate way to do this is by an open‐ended question in a survey. Such a question was 
asked in Regional Barometer surveys conducted around the turn of the millennium.2 The 
findings from these studies are unequivocal. People across the globe associate democracy 
primarily with liberty, followed at a far distance by more procedural aspects of democracy 
like “government by the people,” “electoral choice,” and this other basic value, “equality 
(before the law)” (Afrobarometer 2002; Albritton and Bureekul 2004; Bratton, Mattes, and 
Gyimah‐Boadi 2004; Ikeda, Yamada, and Kohno 2004; Simon 1976). The answers to this 
question make perfect sense from the perspective of generally accepted conceptions of 
democracy. Liberty is the first value the immortal battle cry of the French Revolution, Lib
erté, Egalité, et Fraternité, refers to. Liberty, equality, and solidarity stand for the basic 
values of democracy, but they clearly have a different weight in people's mind. Liberty ob
viously is by far the most important value people associate with democracy. Equality and 
solidarity are much less frequently mentioned.

In particular the concepts of freedom and equality are essential in any conception of 
democracy. Significantly, both the American Declaration of Independence and the French 
Déclaration des Droits de l'Homme et du Citoyen, the magnificent (p. 422) documents 
forming the intellectual justification for the two great democratic revolutions at the end 
of the eighteenth century, start with an outspoken commitment to these basic values. Al
so, the preamble to the United Nations' Universal Declaration of Human Rights starts 
with the statement “All human beings are born free and equal in dignity and rights.”
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3 Two Conceptions of Democracy
Throughout history both liberty and equality have been considered as fundamental values 
of democracy. But this is not to say that they easily travel together. A classic dilemma in 
democratic theory is: the more liberty the less equality, and the more equality the less lib
erty. Although liberty and equality are usually seen as twin concepts, they stand for two 
different strands of thought that can be distinguished in democratic theory. In the litera
ture different labels are used to indicate essentially the same distinction: the Individualist 
versus the Collectivist theory (Pennock 1979), or the Anglo‐American or Liberal versus 
the French or Continental tradition (Sabine 1952), or Madisonian versus Populist democ
racy (Dahl 1956).3 The difference between the two perspectives can also be indicated by 
the distinction between the concept of the Rule of Law or the “Rechtsstaat” and democra
cy in the limited sense of “popular sovereignty.”

These two democratic traditions had their points of origin respectively in the two great 
European revolutions which mark the beginnings of modern European politics: the Eng
lish revolution of 1688 and the French Revolution a century later. Partly because of the 
different historical context in which these revolutions originated they developed a differ
ent view on the relationship between state and society and between state and citizens. 
“What the English revolution contributed to the democratic tradition was the principle of 
freedom for minorities, together with a constitutional system both to protect and to regu
late that freedom…. It assumes that the area within which a government ought to act is 
limited, is defined by law, and cannot extend over all the interests and activities of its citi
zens (Sabine 1952, 457).

The French revolution introduced the concept of equal national citizenship into modern 
politics and as its counterpart the concept of the sovereign national state, supreme over 
every other form of social organization. A democratic society should be one in which ab
solutely nothing stands between man and the state (Sabine 1952, 462–4).

It might be clear that the distinction between the two democratic traditions is an analyti
cal one and hardly one of political practice. Democracy and the Rule of Law have differ
ent intellectual roots but have been integrated in western democratic institutions. There
fore, democracy can be considered as a historical compromise (p. 423) between two differ
ent principles. The first one is the principle of popular sovereignty: the sovereign power is 
exercised by or in the name of the people. The second and at least as important principle 
is that the liberty of individual citizens must be protected against the power of the state, 
whether or not this is legitimized by the (majority of the) people. Although these two prin
ciples clearly exist as different views on democratic values and institutions, it might be 
better to consider them as ideal types in the Weberian sense: it is possible to indicate the 
theoretical pure extremes on a continuum, but in reality we will seldom find these pure 
types but rather mixed types. This compromise is expressed in the concept of liberal 
democracy, or the demokratische Rechtsstaat as it is called in Germanic languages.
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As far as the one principle could be institutionalized without the other, we would no 
longer speak of a liberal democracy. In the prototypical Prussian Rechtsstaat the rule of 
law was maintained to some extent but because neither the principle of popular sover
eignty nor political equality were recognized as principles of government nobody in its 
right mind would call Friedrich the Great's Prussia a democracy. Likewise, Dahl argued 
that “Madisonian democracy” as originally developed by the American founding fathers 
was at best a one‐sided conception of democracy. The founding fathers tried to find a 
compromise between two principles, majority rule or “the republican principle” and the 
protection of the liberties of minorities. But they were so obsessed by the second princi
ple that they pushed it “as far as it is possible to go while still remaining within the rubric 
of democracy” (Dahl 1956, 31–2). But Dahl also opposes any definition of democracy in 
terms of the “absolute sovereignty of the majority:” “so far as I am aware, no one has 
ever advocated, and no one except its enemies has ever defined democracy to mean, that 
a majority would or should do anything it felt an impulse to do. Every advocate of democ
racy of whom I am aware, and every friendly definition of it, includes the idea of re
straints on majorities” (Dahl 1956, 36).

But as much as these two principles together constitute the modern conception of democ
racy, there is no fixed balance between them. The relative weight of the two principles 
can be different in different states, it can be different within one state at different periods 
of time, and different people can give different weights to these two principles. Typolo
gies of democratic systems often distinguish types of democracy according to their posi
tion on the continuum between these two principles, between individualism and collec
tivism. Fuchs and Klingemann for instance distinguish the libertarian, the liberal, and so
cialist types of democracy.4 The libertarian and socialist types form the end poles of the 
continuum in the real world of democracies, with the liberal model in between. In the lib
ertarian model the individual and not the state bears the principal responsibility for shap
ing and determining a person's life (Nozick 1974). Also, the relationship between individ
ual citizens is characterized by competition and little solidarity. In the socialist type the 
state is primarily responsible (p. 424) and solidarity is high. In contrast to the libertarian 
model the liberal model (Rawls 1996) accepts a role of the state in order to further the 
equality of opportunity, but the role of the government is more restricted than in the so
cialist model. In the event of a conflict, individual freedom always has unrestricted priori
ty over the equal distribution of the other primary goods (Fuchs and Klingemann 2002). 
Elsewhere I have argued that the extent to which people value the one over the other 
principle can be assessed by measuring their attitudes towards a number of pairs of con
cepts: liberty versus equality, small versus big government, pluralism versus the common 
good, and an instrumental versus a developmental view of participation (Thomassen 
1995). For reasons of space and the availability of data we will limit ourselves in this 
chapter to an assessment of the extent to which people across the world support the ba
sic principles of liberty and equality and how they view the role of the state.
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4 Liberty
It would be too simple to say that the difference between the two conceptions of democra
cy reflects the classic tension between liberty and equality. Liberty plays a prominent role 
in both theories, but the interpretation of liberty associated with these two theories is dif
ferent. In both theories, liberty refers to the relationship between the citizen and the 
state, but in a different way.

According to the collectivist theory, a free citizen is a citizen who takes part in the 
process of decision making, who actively participates in politics. Rousseau represents this 
idea of democracy in its most extreme form. In his view, freedom and participation in the 
legislative process are the same thing. Participation in law‐making means that the citizen 
still has to obey the laws but, because these laws are of his own making, he remains his 
own master. According to this “positive” concept of liberty (Berlin 1969), there is a logical 
relationship between liberty and self‐government, participation, and democracy. It is any
thing but inconsistent with equality.

The individualist view on liberty is totally different, and is usually referred to as the “neg
ative” or protective concept of freedom (Berlin 1969; Rose 1995). Freedom is interpreted 
as freedom from constraints by other human beings, in particular by the state or the gov
ernment. This view supports the desirability of civil liberties such as freedom of speech 
and press, of association, assembly, and religion, the rights of privacy and lifestyle, the 
right of due process, the protection and tolerance of minorities, and cultural and political 
diversity (McClosky and Brill 1983). The protection of these basic rights is a central com
ponent of the “democratic creed” (Dahl 1961). Therefore, the extent to which citizens 
support their protection is a significant test of people's democratic value orientations.

(p. 425)

A long range of studies yields a very clear picture on people's endorsement of these basic 
principles of democracy. As long as people are asked in the abstract whether they en
dorse these principles an overwhelming majority of people responds according to the de
mocratic textbook. But as a range of studies on political tolerance show, for a disquieting 
number of people this endorsement is not more than lip service (Klosko 2000). Political 
tolerance implies the willingness to respect the civil rights of individuals who espouse 
ideas or points of view to which one is opposed. But as early as the 1950s studies in the 
United States showed that a large number of people failed this test (Prothro and Grigg 
1960; Stouffer 1955). Only a minority of the people was willing to extend civil liberties 
like the freedom of speech to communists. Although a replication of the same study in the 
1970s suggested that Americans had become more tolerable (Nunn, Crockett, and 
Williams 1978), these findings were later criticized as being biased by political develop
ments. Many questions referred to people's tolerance of communists, socialists, and athe
ists. As the general hostility towards these groups had decreased in the decades since the 
McCarthy area it was no wonder that tolerance towards these groups had increased.
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In order to overcome this bias Sullivan et al. developed a “content‐controlled” measure of 
political tolerance (Klosko 2000; Sullivan, Piereson, and Markus 1982). Respondents were 
no longer asked to express their feelings towards a number of groups selected by the re
searchers. Instead they were first asked to identify groups to which they were opposed 
and then were asked about extending civil liberties to them. Quite predictably, respon
dents with liberal views identified right‐wing groups, while right‐wing respondents did 
the reverse. When this research strategy was applied an increase of the level of tolerance 
could no longer be observed. Moreover, the research of Sullivan and his associates con
firmed once more that the tolerance towards less liked groups was remarkably low. Only 
19 percent for instance would allow members of less liked groups to teach in public 
schools. Similarly, only 16 percent believed that members of their least liked group 
should not be banned from being president of the United States. Accordingly, Sullivan 
and his colleagues argued: “though tolerance of communists and atheists has increased 
over the years, tolerance as a more universal attitude may not have changed much at all” 

(Klosko 2000, 51–2).

There are several interpretations of why the level of tolerance is so much lower when ap
plied to specific situations and specific groups than when people are asked for their sup
port for general principles. The first one attributes them to cognitive skills. In order to ap
ply abstract principles to specific cases people must see the logical relationship between 
the abstract principles and the specific situation at hand. This is an important reason that 
education increases tolerance. It fosters “greater acquaintance with the logical implica
tions of the broad democratic principles” (Klosko 2000: 57; see also Gibson 1992).

A second interpretation is what Klosko (2000, 57) refers to as the “tacit qualification” 
view. Although most people have no hesitation to subscribe to general principles of 
democracy, in particular civil liberties, most people will tend to qualify this general posi
tion when they face uncomfortable situations. Should Neo‐Nazis be (p. 426) allowed to or
ganize anti‐Semitic demonstrations in Germany? Should Orangists be allowed to march 
provocatively through Catholic neighbourhoods in Belfast? Different people will answer 
these questions differently but it would be hard to find people who will make no excep
tions to the application of civil rights when really pushed (Gibson 1998; Gibson 2002; 
Hurwitz and Mondak 2002; Rohrschneider 1999; Sniderman et al. 2000).

These two interpretations are not independent from each other. Better educated people 
tend to respond more tolerantly to specific cases and must be harder pushed to qualify 
their general principles. But democratic values are not just a matter of education. The po
litical institutions and the political culture of a country are equally important. Democracy 
breeds democratic attitudes. This is clearly shown by findings from comparative re
search. In the most recent waves of the World Values Study political tolerance was mea
sured according to the method developed by Sullivan et al. Respondents were first asked 
which of a number of groups they disliked most. Next they were asked whether they were 
willing to extend to a disliked group the right to (1) hold public office and (2) hold demon
strations. Using data from the 1995–7 study Peffley and Rohrschneider show that citizens 
in mature democracies are both more politically tolerant and more consistent in their ap
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plication of general democratic norms to disliked minorities than people in newly estab
lished democracies (see also Gibson 2002).

However, this finding is overshadowed by the fact that even in mature democracies politi
cal tolerance is a scarce commodity; the highest percentage allowing members of a dis
liked group to hold office is found in the USA (14%). The vast majority of respondents 
thus appear to deny disliked groups the right to hold public office. Publics are a bit more 
willing to permit a disliked group to demonstrate, but again this is only a minority of 28 
percent (in Australia) at the most. Therefore, with respect to both rights intolerance ap
pears to be the norm, tolerance the exception (Peffley and Rohrschneider 2003).

5 Equality
The principle of equality can be interpreted either as political or social equality. There is 
no inherent tension between political equality and liberty. Quite the contrary: the individ
ualist interpretation of democracy demands that, once it is recognized that the people 
should make political decisions, then all the constituent individuals should have an equal 
say (Holden 1988). There is a possible tension between liberty and social equality howev
er. The individualist theory of democracy emphasizes that any policy to enforce social 
equality is a threat to liberty. But the extent to which this is the case depends on the form 
of equality referred to. One form refers to equality of opportunity. In its most basic form, 
this means no more than that individuals should (p. 427) have equal chances. This can 
hardly be seen as a threat to liberty. However, the matter becomes more complicated 
when it is maintained that opportunities for certain groups are, in fact, not equal because 
they do not have an equal start. From this perspective, it can be argued that government 
policy should improve the opportunities of disadvantaged groups, for instance by affirma
tive government action to compensate women, blacks, and other minorities. Such policies 
can be enforced only by limiting the freedom of people to a certain extent.

The welfare state can be seen as the embodiment of this broader concept of democracy, 
in which not only civil rights and political equality, but also social rights and social equali
ty are considered fundamental rights. In this context the ideal of social equality tends to 
imply not only the equality of opportunity but also equality of condition. If social equality 
is literally supposed to mean that all people have available the same resources, this is ob
viously inconsistent with the principle of liberty. It could only be attained and maintained 
by suppression. Thus, no society which adheres to both liberty and equality can define 
equality as equality of condition (Pennock 1979, 36), at least not in an absolute sense. At 
the same time, for reasons of legitimacy, no political system can afford to be insensitive to 
the fact that an unlimited liberty will lead to an inequality of condition which will not be 
acceptable to its citizens (Dahl 1982). The most obvious case is the responsibility of the 
government to reduce the income gap between rich and poor. Therefore, all countries will 
need to find a compromise between the two extremes of unlimited liberty at the risk of 
extreme differences in the social condition of its people, and complete social equality 
which can—and even then in theory only—be achieved by an oppressive political system. 
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But even in a mild form the reduction of social inequality will not come into being sponta
neously. It will have to be enforced by government intervention.

Equality of condition as compared to equality of opportunity finds little support across the 
world. The choice between these two interpretations of equality was measured in succes
sive waves of the European and World Values Studies in a somewhat peculiar way. Re
spondents were asked to respond to the following question:

Imagine two secretaries, of the same age, doing practically the same job. One 
finds out that the other earns considerably more than she does. The better paid 
secretary, however, is quicker, more efficient and more reliable at her job. In your 
opinion, is it fair or not fair that one secretary is paid more than the other.

A great majority of people across the world agrees that this is fair indeed. This might be 
interpreted as support for the equality of opportunity. People who disagree with this 
statement apparently think that the two secretaries are entitled to the same salary de
spite the difference in quality between them. This betrays support for the equality of con
dition. Although a substantial majority of the people in all countries represented in either 
of these studies agrees that one secretary should be paid better, this majority varies from 
54 percent in Norway to over 96 percent in Egypt and the Czech Republic. A rough com
parison of different parts of the world (see Table 22.1) reveals that the highest support for 
the idea of equality of condition is (p. 428)  found in the “old” Europe with its advanced 
welfare states.5 In the advanced industrial democracies in the new worlds of North Amer
ica and Oceania it is much less. Perhaps more surprising is the strong support for com
petitiveness in former communist countries. As people in these countries have been so
cialized into the doctrine of an egalitarian society one might have expected to find the 
remnants of this socialization process in people's reaction to this dilemma (Fuchs 1999; 
Rohrschneider 1999).
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Table 22.1 Attitudes on liberty, equality, and the role of the state

Region Agreement “fair 
that a faster 
secretary is 
paid more.”a

Government re
sponsible that 
everyone is pro
vided for (aver
age).a b

Liberty 
above 
equality c

Africa 77.6 % (8) 6.7

Asia 84.3 % (14) 6.1

Europe 
(“old”)

71.9 % (20) 4.7 53.0 %

Former 
commu
nist coun
tries d

87.7 % (23) 6.2 53.6 %

Latin 
America

74.9 % (10) 5.7

North 
America

87.5 % (2) 4.6

Australia 
and New 
Zealand

86.6% (2) 5.1

 Source: World Values Study 1999–2001.

 Average score on ten‐point scale. The lower the score, the higher the 
support for government responsibility.

 Source: European Values Study.

 Former communist countries in central and eastern Europe and the 
former Soviet Union.

Different views on social equality imply different views on the role of the state. The ad
vancement of social equality almost by definition implies a strong role of the state. A 
strong role of the state fits in the collectivist theory of democracy. The state is the embod
iment of popular sovereignty. Therefore, it is the role of the state to direct societal devel
opment and to take care of the welfare of the people. Government intervention and regu

a

b

c

d
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lation are not inimical to democracy but accepted democratic instruments to steer society 
according to the view of the elected government. According to the individualist view, gov
ernment intervention should be limited to a minimum. The identification of the power of 
the state with the will of the people, and hence the argument that the power of the state 
needs no constraints, is considered as the very definition of a totalitarian state, because it 
makes no distinction between the will of the people as a whole and the right of individual 
citizens to be protected against that will. Even though this extreme version of the collec
tivist (p. 429) view has few adherents in western democracies, from the individualist per
spective increasing government intervention and regulation are seen as a fundamental 
threat to the essential value of democracy—individual freedom (Hayek 1994).

The development of the welfare state, in particular in Europe, seems to leave no doubt 
about which view has won the argument. It is widely recognized—even in the constitution 
of some countries—that the government is responsible for public welfare; for example, for 
minimum wages, public health, public transport, education, full employment, public hous
ing, incomes and prices, in addition to individual rights to liberty. However, in most coun
tries increasing state intervention and regulation has become a political issue. For sever
al reasons, the idea that the government should direct and regulate societal develop
ments has become less popular and the governments of most advanced industrial democ
racies have tried to reduce the role of government. The extent to which these attempts 
have been successful differs from country to country and is related to the degree to which 
citizens and their representatives are willing to accept these changes.

To what extent do people across the world support the view that the state is responsible 
for public welfare? In the World Values Study of 1995–6 and 1999–2002 respondents were 
asked to position themselves on a ten‐point scale with the following end poles: “The gov
ernment should take more responsibility to ensure that everyone is provided for” and 
“People should take more responsibility to provide for themselves.” In the second column 
of Table 22.1 the average scores on this scale for different parts of the world are present
ed. There are obvious differences between them. The support for a caring state is 
nowhere as high as in North America, i.e. Canada and the USA. If we would single out the 
US, the support would be even higher (4.29). Support for a strong role of the state is also 
relatively high in western Europe and in Australia and New Zealand. Therefore, in gener
al we find the highest support for a strong responsibility of the state in advanced industri
al democracies (see also Verba et al. 1987).

6 Two Conceptions of Democracy?
Above we suggested that the relative weight of the conceptions of democracy can be dif
ferent in different states, that it can be different within one state at different periods of 
time, and that different people can give different weights to these two conceptions.

In the two previous sections we presented evidence on the extent to which people across 
the world support the values of liberty and equality and how much responsibility they 
want to allocate to the state. Liberty and equality represent two distinct and coherent po



Democratic Values

Page 13 of 19

litical‐philosophical conceptions of democracy. In addition to a different emphasis on lib
erty and equality these different conceptions are reflected in a different view on the role 
of the state, to a different appreciation of (p. 430) pluralism vs. the general interest and a 
different interpretation of the meaning of political participation in a democracy. We will 
only be able to find systematic differences in the weight different people assign to the two 
conceptions of democracy if these distinct conceptions of democracy are reflected in 
people's value orientations. This implies that these value orientations should form a clear 
pattern or belief system, reflecting these. In other words, if somebody is inclined to value 
liberty above equality, (s)he should also be inclined to value pluralism positively and to 
support an instrumental view on political participation.

Elsewhere (Thomassen 1995) I have shown that people's attitudes on these different as
pects of democracy do indeed form a coherent pattern, consistent with the two concep
tions of democracy. I also showed that in western Europe people's attitudes gradually 
shifted towards the individualist pole of the continuum between an individualist and a col
lective view on democracy. Fuchs and Klingemann (2002) show that people in different 
parts of the world tend to prefer consistently different types of democracy on the continu
um libertarian‐liberal‐socialist. The libertarian type of democracy is most strongly sup
ported in the United States. In Europe people tend to assign more responsibility to the 
state. In the former communist countries of central and eastern Europe people still tend 
to support a socialist type of democracy. The value orientations in western Europe can be 
characterized as supportive of the liberal model, but tending towards the socialist model. 
Australia and New Zealand take a position between the US and western Europe.

Here we will take a different approach. Since we have presented people's attitudes on lib
erty, equality, and the role of the state the question is whether we can explain the differ
ences in support for these basic principles between the people of various countries.

Referring to differences in political culture between countries is not very helpful since at
titudes towards democracy are part of that culture. A promising theoretical approach is 

institutional learning (Rohrschneider 1999). It predicts that when citizens are exposed to 
the values and norms underlying a nation's institutional configuration they will be influ
enced by it. In general, a nation's institutional configuration will form a coherent pattern 
and mainly be based either on the individualist (the consensus model of democracy) or on 
the collectivist conception of democracy (the majoritarian model of democracy) (Lijphart 
1999). However, it is difficult to assess the pure effects of differences in institutional con
figurations by comparative research because it is hard to meet the ceteris paribus clause: 
other things are rarely equal.

But the recent transition of a number of countries from communism to liberal democracy 
offers new research opportunities. In particular comparing the two parts of Germany af
ter reunification is as close as one can get to a controlled experiment if one wants to 
study the effect of being socialized under different institutions and different ideologies. 
Using this unique opportunity Rohrschneider tested two alternative hypotheses on how 
people learn democratic values. In addition to the institutional learning hypothesis he al
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so tested the diffusion hypothesis according to (p. 431) which the development of democ
ratic attitudes in socialist‐authoritarian systems is to be attributed to the exposure to 
western‐style values, even during the old regime.

Just as the institutional learning hypothesis predicts, people in East Germany in the mid
dle of the 1990s were more inclined to support socialist values than people in West Ger
many. In contrast to their fellow citizens from West Germany a majority of them empha
sized social equality over political liberty. They also valued direct democracy more but 
were less convinced that pluralism contributes positively to democracy.6 These findings 
not only support the institutional learning hypothesis but also provide evidence for the 
hypothesis that attitudes on liberty vs equality, on political participation, and pluralism vs. 
the general interest form a consistent pattern, even among the mass public.

Still, as nice as the German case is from a methodological point of view it is only one 
country and it is not immediately clear whether these findings can be generalized. The 
data in Table 22.1 offer the opportunity for a rough test of the institutional learning hy
pothesis for a large number of countries. According to this hypothesis we should expect 
that people from countries that until recently were under communist rule would value the 
equality of outcome and a strong role for the state more than people in the established 
liberal democracies of western Europe, America, and Oceania. Also, we would expect 
them to value equality over liberty. However, this is not the case at all. As far as there is a 
difference it is in the opposite direction. People in the former communist countries value 
the equality of outcome less than people in western Europe. Their support for a strong 
role of the state on average is lower than in established democracies, whereas the aver
age percentage valuing liberty above equality is exactly the same as in western Europe. 
Why these findings are so different from Rohrschneider's is not immediately clear. There
fore, as much as it is a cliché, further and more detailed research is needed to assess and 
explain differences between countries with regard to the support of various democratic 
values.

7 In Conclusion
Do people across the world support democratic values? The answer to this question de
pends on how we define democracy. There is hardly any doubt about people's support for 
democracy as a form of government. Democracy is seen as a superior form of government 
by a firm majority of the people in countries across the world. This finding is reassuring 
both for the world of established and developing democracies.

There has been an ongoing debate on the alleged crisis of democracy in established 
democracies. Because of a decline of political involvement, at least in conventional 

(p. 432) politics, of trust in politicians and even in political institutions we seem to be wit
nessing a gradual decline of the legitimacy of democracy. But as we argued throughout 
this chapter the legitimacy of a political regime refers to the consistency of its political in
stitutions with the value orientations of its citizens. And in this respect Fukuyama seems 
to be right: there is no serious ideological rival to democracy in the world of established 
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democracies. People are dedicated to democracy as a system of government. Therefore, 
as far as there is a crisis of democracy it is not because people want something else than 
democracy. People who are dissatisfied with the functioning of democracy want more 
rather than less democracy (Dalton 2004; Klingemann and Fuchs 1995; Norris 1999).

In developing democracies the situation is not very different. In contrast to the 1930s 
there is no indication that people will be easily seduced by a totalitarian ideology, al
though it is still to be seen how robust their support for democracy will be after a longer 
period of poor performance of the new democratic regimes.

However, this sunny picture has a shadow side. Democracy is more than a system of gov
ernment. It also implies that government, even if it is legitimized by a majority of the peo
ple, will respect the civil rights of each and every individual citizen. There is ample empir
ical evidence to show that the respect for these rights is not deeply embedded in most 
people's mind. Therefore, there might be not much of a buffer against a political move
ment or government denying certain civil rights to particular groups of people. In that 
sense democracy is not necessarily a perfect guardian of democracy.
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Notes:

(*) Parts of this chapter are based on Thomassen 1995.

(1) See also chapter by Doh Shin in this volume and the information on the websites in 
the next note. For a report on support for democracy in Latin America, see http://
democracia.undp.org/Default.Asp. Also, see the Pew global attitudes project and the 
Gallup VOP surveys, both of which have also examined support for democracy with a 
broad international framework: http://pewglobal.org/

(2) The regional barometers consist of the (East) Asian Barometer, the New Europe 
Barometer, the Latinobarometro and the Afrobarometer. In 2001 these regionally orga
nized surveys formed a global consortium of comparative surveys across emerging 
democracies and transitional societies, the Global Barometer Survey (GBS). For a com
prehensive overview, and links to the websites of these regional surveys, see 

www.idea.int/democracy/global-barometers.cfm. Each of these sites offers extensive docu
mentation, including working papers etc.

(3) Also, Lijphart's distinction between a majoritarian and a consensus model of democra
cy can be considered as an institutional translation of the same distinction (Lijphart 
1999).

(4) In addition they distinguish a fourth type, the republican or communitarian model. 
However, the difference between this and the other three types is not defined by the rela
tionship between state and citizen but by the mutual relationship between citizens.
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(5) In my contribution to Citizens and the State I predicted and actually found that the 
support for the equality of condition would have decreased in western Europe during the 
more recent decades. This finding was based on data until 1990. In most countries this 
trend has not continued between 1990 and 2000.

(6) This latter attitude was found among political elites but was not measured in the sur
vey among the mass public.

Jacques Thomassen
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This article discusses the emergence of a perspective that views rational choice and psy
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retical framework that could be used to integrate the internal and external explanatory 
mechanisms of a theory of political choice. It discusses behavioural economics as a mod
el, followed by the properties of political choice sets. The number, labeling, and polariza
tion of alternatives are examined. The article also looks at the concept of envoi.

Keywords: institutional theory, theoretical framework, explanatory mechanisms, political choice, behavioural eco
nomics, political choice sets, alternatives, envoi

WHY do voters choose one candidate over another? Why do citizens choose one policy al
ternative over another? Two types of answers predominate—rational choice and psycho
logical. The two have been treated as rivals. This chapter focuses on the emergence of a 
perspective that takes them to be allies—an institutional theory of political choice (see, 
for relevant extant work, Adams, Merrill, and Grofman 2005; Bendor, Diermeier, and Ting 
2003; Bendor, Kumar, and Siegel 2005; Sniderman 2000; Jackman and Sniderman 2002; 
Sniderman and Bullock 2004). The purpose of the chapter is to serve as a billboard adver
tisement for innovative research developing this theory. This research comes in different 
flavors, some more formal, some more psychological.1 But (p. 438) there is a shared ex
planatory taste. Each points to the role of political institutions in structuring political 
choices.

The key intuition is this. In politics, citizens do not get their choice of choices. They must 
select from an organized menu of choices. It follows that a theory of political choice re
quires two types of explanatory mechanisms—an internal one to account for choice be
tween alternatives plus an external one to account for the alternatives on offer. Political 
behavior research has traditionally concentrated on the former (e.g. see Mutz chapter 
and chapters on electoral choice in this volume); formal theoretic accounts, on the sec
ond. This chapter lays out a theoretical framework for integrating the internal and exter
nal explanatory mechanisms.
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The broad strategy of turning attention to the role of external factors in structuring 
choice is being pursued on a number of fronts—for example, the work of Kuklinski and his 
colleagues on information environments (Kuklinski et al. 2001; Jerit, Barabas, and Bolsen 
2006); Druckman on framing (2004, 2001a, 2000b; Druckman and Nelson 2003); and 

Saris (2004) on the structure of the task. All bring out conditions of choice that shape the 
actual choices made. We shall nonetheless formulate the problem differently. What is 
needed, we believe, is a formulation that does double duty. For one, it accounts for the 
way that choices citizens make are organized—why, for example, are political choices 
framed as they are and not some other way? For another, it accounts for the fit between 
the external organization of choice sets and internal processes of choice—why exactly do 
patterns of consistency imposed by external factors mesh with patterns of consistency 
generated by internal ones? We accordingly lay out an institutional theory of political 
choice.

Institutions are a notoriously big tent construct. We are concerned with only one small 
corner of political institutions—the logic of electoral competition mediated by political 
parties. An institutional theory of political choice still has its training wheels on. But we 
believe it brings—and not merely promises—advances on two fronts. First, it picks out a 
common mechanism, political parties, regulating the organization of alternatives on offer 
and conditioning choices between them. Second, it points to an explanation of (Herbert) 
Simon's puzzle: how can citizens make approximately coherent political choices given the 
limits on their informational fund and computational capacities?

1 Behavioral Economics as a Model
A leg‐in‐both‐camps approach can be awkward. It can even appear self‐contradictory. Ra
tional choice is an effort to explain choices assuming full rationality under the circum
stances. A behavioral approach is an effort to account for choices where a full rationality 
approach falls short (Camerer, Loewenstein, and Rabin 2004). The appearance of awk
wardness is real. The appearance of self‐contradiction is not. (p. 439) Behavioral econom
ics offers a model of how to tie rational and psychological perspectives together.

Three premises underpin behavioral economics. The first is that actors aim to maximize 
their welfare. The second assumption is that they have limited computational capacities 
and attention. The third is that their expectations about the actions of others and desires 
are fixed (Kreps 2004). These three premises—utility maximization, bounded rationality, 
and the endogeneity of beliefs and tastes—generate the signature research program of 
behavioral economics: the discovery and analysis of systematic departures from axiomat
ic choice (Camerer 2003). To the degree that observed choice diverges from strictly ratio
nal choice, and a principled explanation of the difference can be developed, a behavioral 
approach is value‐added.

So, too, with political choice, though with a difference in starting point. In economics, the 
presumption is that people must (on the whole) be making rational choices: otherwise, 
they would have gone under. In the study of political behavior, the presumption is just the 
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other way around. It is easier to see how they get things wrong than how they can get 
them right. Under ordinary circumstances, after all, ordinary citizens pay minimal atten
tion to, and are minimally knowledgeable about, politics (e.g. Delli Carpini and Keeter 
1996). It is far from obvious how they nonetheless can make coherent choices2—which, of 
course, begs the question of whether they indeed can make any reasonable choices at all 
(Bartels 2003).

In the judgment of many, a solution to the problem of coherent choice compatible with 
any heavy breathing representation of democratic citizenship is a chimera. From our van
tage point, the problem of coherent choice has seemed intractable because of the one‐
legged stance of traditional studies in political behavior. They have proceeded on the as
sumption that citizens organize their preferences relying on their own resources. A two‐
legged stance is necessary. Choices among distinct alternatives depend not only on the at
tributes of the chooser, but also on the properties of choice sets (McFadden 1974). Citi
zens are capable of making coherent choices to the degree that political institutions, and 
particularly political parties, do the heavy lifting of organizing coherent choice sets.

2 Properties of Political Choice Sets
Students of Comparative Politics not infrequently acknowledge they are taking their lead 
from advances in American politics. It gives us pleasure to reciprocate. Students of com
parative politics have brought out the foundational role of electoral systems, and in 

(p. 440) so doing they have called attention to the institutional structuring of political al
ternatives (e.g. Cox 1997). Our focus, though, is proximal, not distal—not the underlying 
structure of political systems, but political choice sets produced by party systems.3

The policy location of the parties (candidates) in spatial voting models has been the most 
thoroughly examined property of choice sets in politics (Downs 1957). Over the last four 
decades modelers have productively explored the logical implications of varying Downs's 
postulates, bringing into play among other factors, the entry of third parties (Palfrey 
1984), the participation decisions of potential party activists (Aldrich 1983), uncertainty 
of voters' about the policy locations of candidates and of candidates about the policy loca
tions of voters (e.g. Wittman 1983; Palfrey 1984; Calvert 1985; Roemer 2001; for an excel
lent overview see Grofman 2004). It is noteworthy, however, that a basic identification 
problem has just been identified. Fiorina (2005) shows how candidates moving in a policy 
space over time can make it appear as if voters are changing over time. Assume that can
didates become polarized. Moderate voters then can choose only between two extreme 
candidates. In turn, they appear to be extreme themselves—even though they have re
mained moderate. It is necessary, it follows, to take account of the spatial locations of 
candidates over time to identify the factors that lead voters to favor one candidate over 
the other at each point in time (see also van Houweling and Sniderman 2004).

We shall examine spatial reasoning in the context of political institutions, but we begin by 
considering non‐spatial properties of choice sets in politics, among them, the number, po
larity, and labeling of alternatives.
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3 Number of Alternatives
A restriction on the number of alternatives on offer is a strategic property of political 
choice sets. In a break‐the‐mold study, Glaser (2002) assessed the impact of separable 
versus bundled choices. The issue was support for or opposition to a new school bond. In 
one experimental condition, respondents were presented with the total package of im
provements to vote up or down; in the other condition, the three major components of the 
package—improvements in heating system, in computers, and in the gymnasium—were 
put to voters as three independent choices. When the alternatives were bundled together 
as one package, the bond issue failed to get the necessary 60 percent support. When the 
alternatives were independently presented, each component of the bond issue got the 
necessary 60 percent. Glaser's study points to the broad variety of ways in which the 
structure of choices can affect a political outcome.

(p. 441)

As a general proposition, the coherence of choice should vary inversely with the number 
of alternatives: as the number increases, the probability of choosing the policy alternative 
closest to one's general view of the matter decreases. We have no evidentiary cards to 
pull out of the deck to document directly the cost of larger numbers of alternatives; but a 
fair amount of side information suggests this is a reasonable hypothesis.

A research literature on choice overload has emerged.4 Decreasing the variety of product 
types at an online grocery store increases sales (Boatwright and Nunes 2001). Presenting 
people with either a large number of alternatives or a small one affects the likelihood that 
they will take satisfaction in the choice they have made (Iyengar and Lepper 2000; see al
so Iyengar, Huberman, and Jiang 2004). Increasing the number of alternatives decreases 
the likelihood that a choice will be made (Dhar 1997). As for explicitly political choices, 
Niemi and Westholm (1984) have shown that temporal stability of policy positions is high
er in multi‐party Sweden than in two‐party America; while Gordon and Segura (1997)
make the intriguing suggestion that levels of political sophistication are lower in multi‐
party systems due to their institutional configuration.

The classic literature on belief system consistency also bears on the connection between 
number of alternatives and consistency of choice, although again indirectly. Constraint is 
the ground floor measure of coherence in mass belief systems. Some years ago, Nie, Ver
ba, and Petrocik (1976) announced that constraint had shot up in the mid‐1960s from the 
minimal levels of the 1950s reported by Converse (1964). Their explanation: the politics 
of the sixties was more engaging than that of the fifties. In an elegant experiment, Sulli
van, Piereson, and Marcus (1978) demonstrated that the change in levels of constraint 
was instead a function of the introduction of a different question format—one in which re
spondents are asked to choose between two policies rather than whether they support or 
oppose one policy (see also Bishop, Tuchfarber, and Oldendick 1978).
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This methodological dust‐up throws some light on the properties of choice sets in politics
—in particular, on the optimal number of alternatives to maximize the translation of gen
eral political orientations into consistent policy preferences. It may be thought the opti
mal number is one. Then voters cannot be distracted by a second. But the studies of Sulli
van et al. and Bishop et al. show that voters can connect their positions on different is
sues more consistently when they are confronted with a choice between two competing 
alternatives rather than simply voting a policy up or down. It is as though the contrast be
tween alternatives makes clearer what is at stake. A deeper point about validity has not 
been noticed in the shadows. To get a fix on the abilities of citizens to think coherently 
about political questions, it is necessary to put questions in the way they actually are pre
sented to them in politics. This may sound a truism. It is anything but. The post‐1964 for
mat more nearly approximates the shape of choices in a competitive party system than 
the pre‐1964 one; and it is in response to the post‐1964 format that citizens show more 

(p. 442) constraint. Curiously, the conclusion that has been drawn is that constraint has 
remained low. It is a curious conclusion because the post‐1964 format has more external 
validity than the pre‐1964 format; which suggests that the more likely interpretation is 
that constraint was as high before 1964 as after, not that constraint was as low after the 
mid‐sixties as before.

Ideological coherence is the most demanding standard of consistency for mass belief sys
tems. A path‐breaking set of studies in the Political Action Project (see Barnes et al. 1979)
explored levels of ideological consistency in mass belief systems across several nations. 
Fuchs and Klingemann (1989) made a meticulous comparison of West Germany, the 
Netherlands, and the United States. West Germans and the Dutch are more readily able 
to define what the terms left and right mean in the political parlance of their respective 
countries than are Americans in theirs. “On the basis of these data,” they argue, “we have 
to conclude that the left–right schema is not currently institutionalized in the United 
States to the same extent and in the same way as it is in the two European countries” 

(Fuchs and Klingemann 1989, 209).

This observation may be taken as a property of public opinion that conditions the political 
strategies of party elites. It is our suggestion, however, to reason the other way around—
to endogenize public opinion. Whether or not citizens think in ideological terms depends 
on whether elites stimulate citizens to think in those terms or not. In the 1970s and 
1980s, when the Political Action Project studies were conducted, party politics was less 
ideologically coherent in the United States than in western Europe. With less ideological
ly distinct parties, citizens in the US needed to make a larger inferential leap to see poli
tics as a left–right game. Now, American elites are more ideologically distinct (Poole and 
Rosenthal 1997). In response, the belief systems of Americans should have become more 
ideologically congruent, as indeed they have (Layman and Carsey 2002; Levendusky 
2006). In equilibrium, levels of ideological understanding are conditional on levels of ide
ological polarization among partisan elites, not the other way around.
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4 Polarization of Alternatives
The first generation of framing studies of political choice (e.g. Zaller 1992) demonstrated 
that large numbers of ordinary citizens could be moved from one side of an issue to the 
opposite, depending on whether the policy was framed in a way to elicit support or to 
evoke opposition. Understandably, this “flip‐flop” result has been interpreted as evidence 
of inconsistency of political choice; indeed, of the absence of genuine attitudes even on 
major issues of public policy. Sniderman and Theriault (2004) hypothesized, however, that 
under the pressure of electoral competitions, choice sets in politics become bipolar: if cit
izens oppose one course of action, they act as though it follows that they should support 
the other, and the other way about. (p. 443) Their experiment reproduced the design of 
previous framing experiments where only one frame was presented to respondents, but it 
added an alternative version where both frames are presented. Presented with one frame 
at a time, their results replicate the earlier studies: respondents swing first to one side of 
an issue, then to the other. But when they are presented with “competing” frames, rather 
than being confused by contradictory perspectives, their thinking is clarified; and they 
become more, not less, likely to choose the policy alternative closest to their general view 
of the matter. It is worth noting that this stabilizing effect is as least as pronounced for 
the less educated as for the more.

Druckman's ensuing research program on framing effects has been hat‐doffing. He has 
investigated the role of credible sources (Druckman 2001a); deliberation (Druckman and 
Nelson 2003); elite competition (Druckman 2004); and framing—strictly construed as 
preference reversals over logically equivalent alternatives (Druckman 2004). One of many 
pertinent findings concerns the effect of political argument. The consequence of simulta
neous exposure to competing frames, he demonstrates, is to extinguish framing effects, 
or very nearly so.

The results of Druckman and of Sniderman and Theriault point to the potential value of 
rethinking the ingrained image of public opinion as superficial and incoherent. The first 
generation of framing experiments put respondents in an artificial situation. They were 
allowed to hear only one side of the argument. But in real politics, no party can control 
public debate. They compete both about what position should be adopted and how an is
sue should be framed—it is hard, after all, to do one without the other. Studying reactions 
in an artificial situation, in which only one way to think about an issue is presented, pub
lic opinion analysts have concluded that confused citizens can easily be swayed to one 
side or the other of issues. Studying reactions in a situation more akin to politics suggests 
a different conclusion. The clash of competing considerations, so far from confusing citi
zens, helps clarify the choices before them.

The polarization of alternatives, conditional on the party system in place, also throws 
light on the meaning of consistency in political choice. It is a natural tendency, and often 
an appropriate one, to take maximizing self‐interest as a condition of consistency. On this 
view, inconsistency consists in selection of the alternative on offer at odds with economic 
self‐interest. It seems so obvious that when some take a choice at odds with self‐interest, 
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this is in and of itself a proof of ignorance. So Bartels (2005) has concluded that the 
strong plurality support for Bush's tax cut is entirely attributable to simple ignorance. 
This interpretation is understandable, particularly in a discipline with a tradition of con
cern about false consciousness. Lupia et al. (2005), however, observe that this judgment 
of mass ignorance presupposes that there is just one perspective a reasonable person can 
take on the tax cut—an economic one. A reasonable presupposition often. But frequently 
in politics, and perhaps distinctively in politics, there is a clash of points of view—differ
ent conceptions of what is just; of how to achieve it; even of how economies and societies 
work. Then there is no one right answer that all reasonable people should reach. The 
“right” answer hinges on the perspective they adopt; and reasonable people can adopt 
different perspectives. Thus Lupia and his colleagues (p. 444) show that well‐informed lib
erals opposed the Bush tax cut; and conservatives—whether well‐informed or not—fa
vored it. It is not excessive to count as rational the choice of the policy alternative most 
appropriate to one's overall outlook on politics. It is all the more ironic, then, that the pre
sumption that there is only one rational answer has obscured the rationality of citizens' 
political choices.

5 Labeling of Alternatives and Political Signal
ing
The classic hypothesis of ideology by proxy (Campbell et al. 1960) posited that signals of 
salient social groups enable voters to take coherent ideological positions, even in the ab
sence of their understanding an ideology. They could, for example, take consistent posi
tions on racial policies without an understanding of the policies themselves. They need to 
know only how they felt about black Americans and whether the policies help or hinder 
them—hardly an arcane level of knowledge. Analysis of endorsement effects advanced the 
study of political signaling another step. In a classic study, Lupia (1994) showed that vot
ers used information providers' reputations as reliable signals (see also Lupia and Mc
Cubbins 1998).

Signaling has thus been in the analytical cupboard for some time. Yet, curiously studies of 
political signaling have focused on implicitly political groups, not explicitly political ones. 
Interest groups like labor or blacks have been studied; political parties neglected. No 
doubt it sounds odd to say so. There is a warehouse of studies of party identification, in
cluding the role of parties, as an inner gyroscope signaling choice (e.g. Jacoby 1988). But 
party identification is one side of the coin, and not the obviously most relevant side for 
analysis of parties as strategic actors. Party loyalties endure, indeed strengthen, over a 
lifetime. Moreover, they tend to be passed from father and mother to son and daughter. 
So party loyalties run across as well as within political generations; which is to say that 
the responses they evoke are sunk in the politics of a generation or more ago, not those 
of today or even those of yesterday. The persisting influence of party identification is thus 
one more illustration of the truth of William Faulkner's epigram: The past is never dead. 
It's not even past.
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All the more reason, then, to complement analysis of the enduring loyalties of party sup
porters with analysis of political parties as strategic actors in the here and now. They 
marshal resources; they direct attention; they signal positions. More broadly, on our view, 
it is the logic of electoral competition operating through the medium of political parties 
that organizes psychological processes, not the other way around. In an ingenious study, 
Druckman (2001b) examined a paradigmatic experiment of Kahneman and Tversky—the 
classic Asian disease problem. In one arm of the experiment, the K‐T procedure was repli
cated; in the second arm, the risk‐averse (p. 445) and risk‐seeking alternatives were la
beled the Democrat's and the Republican's programs, respectively; in the third arm, the 
party labels on the risk‐averse and risk‐seeking alternatives were reversed. Without party 
labels, Druckman's results mirror the irrational preference reversals of Kahneman and 
Tversky. With party labels, preference reversals disappear for partisans of one party, and 
are greatly reduced for partisans of the other—an example of the anchoring role of at
tachments to political parties worth reflection.

Druckman's results are consistent with an interpretation of party labels as affective tags, 
evoking responses at the present moment because of loyalties acquired in the past. As 
partisan elites have polarized, however, they have sent an increasingly clear institutional 
signal about what it means to be a Democrat or a Republican: Democrats stand for X, Re
publicans stand for Y, and X and Y are distinct policy programs (Poole and Rosenthal 
1997; Ansolabehere, Snyder, and Stewart 2001). Party labels are now brand names.

Party brand names are, of course, not the only political brand names. Nearly as important 
are ideological labels. It is a cardinal feature of (many) party systems that the party and 
ideology brand names now go hand in hand. Of course, in the nature of things the two 
sometimes diverge: liberal parties put up a conservative candidate; conservative parties a 
liberal one. Huckfeldt and his colleagues (2004, 2005) have exploited the imperfect corre
lation between the two major brand names in American politics to pry apart two possible 
interpretations of party as a brand name—psychological and ideological. They zero in on 
reactions when party and ideology signals conflict—the off‐diagonals as they style them; 
and show that ideology dominates partisanship in the off‐diagonals—a result that inge
niously suggests the importance of political ideas in politics.

The polarization of elite politics has of course had the effect of depopulating the off‐diago
nals, but not in the way commonly supposed. It is a cliché of contemporary American poli
tics that their supporters have polarized as party activists have polarized. America, it is 
incessantly said, is now divided between blue states and red. In a tour de force, Fiorina 
(2005) has shown that most Americans remain moderate; indeed as moderate now as 
three decades ago, and what is more, moderate also on hot button issues like abortion 
and homosexuality. Levendusky (2006), however, has discovered an underlying shift. As 
party elites have gone through a process of polarization, their supporters in response 
have gone through a process of sorting: they have increasingly brought their politics into 
line with party attachments. They are not more likely to be at the extremes than they 
were, but they are markedly more likely to be on the same side politically as their party 
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leaders. Party leaders and party supporters have thus traveled parallel paths but unequal 
distances.

Or more exactly, party leaders have been traveling on one path, and their supporters on 
separate but parallel paths. In what sense separate paths? In what sense parallel? The 
theoretical perspective we are developing posits that party leaders structure political 
choices. But what does it mean for them to impose a structure? If their supporters must 
conform, must they conform across the board? If not, why not? Carmines and Layman 
(1997) and Layman and Carsey (2002) have transformed (p. 446) our understanding of the 
structure of public opinion, showing that the basic organization units of mass belief sys
tems are policy agendas. The role that government should play on providing a safety net 
and health care are examples of issues on the social welfare agenda; abortion and homo
sexuality, of issues on the social values agenda; government job training programs and 
business loans for blacks, of issues on the race agenda. Party supporters tend to take con
sistently liberal (or conservative) positions on each pair of issues, consistent with their 
party's overall stance on the issues. They also are more consistent, the more strongly they 
identify with their party and know how its position differs from the competing party's po
sition. The question thus is not whether mass publics are capable of constraint; substan
tial numbers are. It is, when are their beliefs constrained and why?

This research demonstrates that citizens take consistent positions for issues on the same 
agenda; but the positions they take for issues on one agenda have little to do with the po
sitions they take on another. With reflection, it is obvious why. Believe that governmental 
job training programs promote government bureaucracy and undercut individual initia
tive and responsibility—and you have a relevant reason to believe that governmental pub
lic housing programs will do the same. But what is the relevant reasoning connecting sup
port for a job‐training program and support for gay rights? In short, the question is not 
why people often fail to make connections across policy agendas. The question is rather 
why should they?

The linkage across agendas is weak, but links in a chain can be tightened. Under what 
conditions can the linkage in mass belief systems be strengthened?

To bring out the importance of party brand names in generating issue constraint, Tomz 
and Sniderman (2005) presented party‐labeled policy alternatives (as they are in real life) 
to a medley of policies in one experimental condition, and non‐labeled (as they are in 
standard public opinion surveys) policy alternatives in another. Their experimental results 
show that party branding policy alternatives does not increase constraint for party sup
porters for issues on the same policy agenda (corroborating Carmines, Layman, and 
Carsey's results by a different method). On the other hand, party labels do increase con
straint for issues on different agendas.

The interpretation of this finding may appear obvious. It has become an epistemological 
reflex to view more consistency in the political thinking of ordinary citizens as normative
ly more desirable than less; understandably so against the background of decades of re
search reporting their patchy knowledge of public affairs and miscellaneous combinations 
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of ideas. How can one not cheer in the face of evidence that ordinary citizens are not so 
hopelessly muddle‐headed as they sometimes appear to be? Party signals are a heuristic 
enabling them to take consistent stands across a number of fronts, in a word, to engage 
politics in more nearly the same overarching terms as elites engage it.

Tomz and Sniderman point to a less happy interpretation of the signaling finding. It 
makes sense that ordinary citizens should treat policy agendas as separate matters since, 
in fact, they are separate matters. Protection for the environment and government assis
tance for the disadvantaged do not logically fit together. It is otherwise for party elites. 
They are tied together organizationally, if not logically. Consider Stimson's (2004) (p. 447)

theory of career incentives and low dimensionality politics. From time to time, party ac
tivists and leaders find themselves in the minority on an issue that comes to the fore (e.g. 
pro‐life Democrats). Since recruitment tends to operate on the basis of the majority posi
tion, the size of the majority steadily increases. And since retirement cycles inexorably 
roll on, the size of the minority steadily decreases. Voice quickly becomes ineffective and 
exit always is costly; indeed, usually career‐ending. Parties are coordination devices: they 
bring together activists with different agendas. They accordingly have strong incentives 
to achieve consensus, or at any rate to avoid dissensus.5 Hence the paradoxical simplicity 
of political thought of the cognitively complex and politically engaged.

Party activists, then, have a good reason to keep to a common line. Party supporters do 
not: they pay no price for either voice or exit. Two quite different interpretations of Tomz 
and Sniderman's link‐tightening finding now suggest themselves. The first is the familiar 
one. Party is a heuristic that enables people to take politically coherent stands, and thus 
come a little bit closer to the democratic ideal of a citizen. The second interpretation, 
however, has a bitter rather than a sweet normative taste. Rather than political signals 
acting as an epistemological crutch, they render party adherents susceptible to manipula
tion by their party's elites, who can and do induce them to take positions they would not 
on their own.

Another study has brought out a companion quandary, focusing on the process of spatial 
reasoning (van Houweling and Sniderman 2004). So far as voters follow Downs's rule, 
choosing the candidate whose issue position is closer to theirs, the logic of electoral com
petition puts pressure on candidates to take positions similar to the voters' positions. Of 
course other considerations—for example, uncertainty of voter positions—can intervene 

(see Grofman 2004). But spatial reasoning in all its variations, neo‐Downsian as well as 
Downsian, assumes that voters respond identically—and accurately—to candidate posi
tions. But what reason is there to believe that the positions candidates take are the posi
tions that voters perceive them to take? Candidates wave party banners for a reason: be
cause it encourages party supporters to see the candidate as one of them. We like those 
who are like us not least because they are like us. In turn, we think that they think what 
we think. So the more strongly voters identify with their party, the more likely they are to 
judge that the candidate of their party represents their views.
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Notice that the hypothesis, then, is not that the power of party identification moves party 
adherents to support the candidate of their party for reasons of sentiment, although it 
most certainly does. The hypothesis instead is that party loyalty biases spatial reasoning 
itself. To investigate this biasing hypothesis, van Houweling and Sniderman (2004) 
carried out a large‐scale experiment (N=7,000). In one experimental condition, respon
dents were presented with the (randomly assigned) positions of party branded candi
dates. In the other condition, they were presented with competing candidates who were 
not party labeled. Respondents then were asked which candidate, if either, represents 
their position. It was not a surprise to observe partisan bias. It was staggering (p. 448) to 
observe the magnitude of the bias. An absolute majority of strong party identifiers judge 
the position of the candidate of their party to correspond to theirs, even when the posi
tion of the candidate of the other party unambiguously is closer to theirs. This finding of 
partisan bias underlines the centrality of a political dynamic that formal models of repre
sentation have put on the sidelines. If a party candidate can unambiguously disagree with 
his supporters, yet his supporters perceive him to agree with them, party elites have 
more freedom of maneuver than has been acknowledged.

Candidates do not have unbounded freedom of maneuver, ironically for the same reason 
that they have a good deal of freedom. As Cox and McCubbins (1993) established in their 
pioneering analysis of party brand names, parties want to have an effective brand name. 
A clear and consistent brand is an asset for Congressional candidates. If a voter knows a 
candidate's party, then they know (more or less) where he stands on a host of issues; no 
less important, where he should stand on them. In turn, if he violates his party's reputa
tion, he loses the reputational advantage and possibly worse. Even so, so far as van 
Houweling and Sniderman's results generalize, party elites have more freedom of maneu
ver than has been recognized.

6 Institutions and Rational Expectations
When voters make choices in an election, they need to form expectations about what will 
happen down‐stream. “If [a voter] is rational,” as Downs (1957) observed, “he knows that 
no party will be able to do everything it says it will do. Hence he cannot merely compare 
platforms; instead he must estimate in his own mind what the parties would actually do 
were they in power” (39). In the spirit of Downs, we borrow the phrase rational expecta
tions. In what ways can citizens, looking down the game tree, make current choices in the 
light of accurate expectations about future conditions?

A number of neo‐Downsian theories have explored the dynamics of rational expectations 
so understood. Grofman's (1985), for example, has focused attention between the status 
quo and rational discounting of candidate positions and the status quo. The status quo is 
sticky and is known to be so. Extreme candidates are therefore unlikely to be able to car
ry out policies as advertised. A rational person will accordingly discount their extreme po
sitions, imputing to them the more moderate policies they actually will pursue when they 
are in office. Grofman's status quo hypothesis is interesting politically, and not merely 
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psychologically, since the effect of discounting is to strengthen the hand of non‐centrist 
candidates.

Fiorina's (2003) policy balancing model offers an institutionally differentiated model of ra
tional expectations. Some citizens, he hypothesizes, split their vote, supporting one party 
for the executive, its opponent for the legislature, to promote (p. 449) a more moderate 
policy than either party would put into law if they had control of both executive and legis
lature (see also Alesina and Rosenthal 1995). Citizens, Fiorina cautions, might not con
sciously pursue this strategy of offsetting votes. They nevertheless can, and some evi
dence suggests do, act as if they were pursuing it.

Lacy and Paolino (2003, 1998) have mounted a two‐front research program on separation 
of powers and vote choice. On the formal front, they have developed the first balancing 
model unencumbered by standard—and implausible—assumptions of homogeneous par
ties or nationwide districts. On the empirical front, they have developed a direct measure 
of expected policy positions of successful presidential candidates, providing for the first 
time a bridge to move from hypothetical as if reasoning to empirical hypothesis testing.

Multi‐party systems invite theories of rational expectations. The field of comparative poli
tics has generated an abundant literature on strategic voting (see Cox 1997 for a review). 
As a concrete example of the role of political institutions in structuring choice sets, con
sider coalition bargaining in a PR system. In such a system, citizens understand that (ex
cept in atypical cases) no single party will be able to form the government on its own. A 
coalition government will be formed, and the voter must calculate what combination of 
parties will best realize his policy aims. Kedar (2005) provides an exemplary study, devel
oping and empirically testing a decision‐theoretic model of policy balancing in parliamen
tary elections. She shows that moderate voters do better by voting for extreme parties to 
balance out forces on the other side of the ideological spectrum than by voting for the 
party whose platform matches their own preferences.

Rational expectations is thus another illustration of our most fundamental theoretical 
premise: to understand choice in politics, it is necessary to take account not only of the 
attributes of choosers but also the properties of choice sets.6

7 Political Parties and Political Reasoning
The role of political parties as focal points brings out another aspect of the institutional 
structuring of choice. Political parties have incentives to focus attention selectively, to 
bring some issues to the fore and relegate others to the background. In turn, voters will 
see one party better representing them than another, depending on whether their atten
tion is directed to one set of concerns rather than another. Political parties are not the on
ly institutional mechanism for focusing attention. They are, however, the prime one for 
competing elites to focus attention as an electoral strategy.

(p. 450)
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Johnston et al. (1992) present a dramatic example of the role of parties in focusing atten
tion. In the 1988 federal election in Canada, two issues dominated the agenda. One was 
the Meech Lake Accord, redefining federalism to give the province of Quebec a greater 
measure of autonomy; the other, ratification of the North American Free Trade Agree
ment (NAFTA). At the start of the campaign, both issues were front and center. The 
Meech Lake Accord, however, threatened to split the eastern and western wings of the 
Conservative party. So the Conservative party focused on NAFTA. The Accord also threat
ened the Liberal party, plus NAFTA opened the door to demagogic appeals to national 
identity. So it, too, focused on NAFTA. The result was to retire one of the two issues at the 
forefront of public attention at the start of the campaign, and through the strategic calcu
lation of party elites, restrict the menu of choice to a single issue.

Under the pressure of electoral competition, politicians cannot avoid strategic choices of 
focal points: what concern, which goal, to spotlight? Stimson (2004) has drawn the main 
lines of the strategic logic of parties in focusing attention; while Dickson and Scheve 
(2006) offer a display window example of formal theory exploiting psychological assump
tions, to specify conditions under which incentives bring considerations of identity to the 
fore. A fully articulated theory of attention is the next step.

Attention is one thing; the intake of information another. To what extent—and, more fun
damentally, in what way—are citizens capable of updating their beliefs? The study of mo
tivated reasoning has documented citizens' strain to consistency in their political thinking
(Lodge and Taber 2000). The strength of a strain to consistency is not invariant. Motivat
ed skepticism, for example, depends strongly on the strength of people's attitude toward 
the object and their knowledge about the object (Taber and Lodge 2006). All the same, as 
a first approximation, it is reasonable to say that people have a pronounced tendency to 
resist updating. Instructively, people does not just mean the ordinary citizen. It includes 
the political expert. In a landmark study of expert political predictions, Tetlock offers a 
striking example of cognitive conservation. When experts make errors in prediction, even 
unambiguous ones, they often fail to acknowledge that the prediction itself was erro
neous. The claim is not that individuals are unaware of new information, which is true 
enough. It goes farther and posits that they commonly do what it takes cognitively to in
terpret new information as consistent with their priors. As Tetlock (2005) observes, 
“There are good reasons for expecting smart people to be bad Bayesians … people tend to 
be balky belief updaters who admit mistakes grudgingly and defend their prior positions 
tenaciously” (125–6). Of course, we would emphasize, the correct conclusion is not that 
people—even experts—fail to value rationality. They do, more than is commonly appreciat
ed. “They draw the desired conclusion only if they [believe they] can muster up the evi
dence necessary to support it”—to support, that is, a conclusion that would convince an 
impartial observer (Kunda 1990, 483). Their reasoning is biased without their being 
aware it is biased; indeed, biased in the face of their desire that it be unbiased.

Formal models of learning characteristically presume that belief updating is unproblemat
ic. As Keynes would have it, when the facts change, the people change their minds. For
mal models of credibility are still more strongly committed to strong (p. 451) versions of 
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updating; so much so that, in some versions, one act of deception strips a source of trust
worthiness (e.g. Sobel 1985). Consider, then, Bullock's (2005) gun‐at‐your head demon
stration of cognitive conservatism. Bullock gave subjects information about a Republican 
candidate before they evaluated him. Then he informed a subset that the information was 
false. Finally, he asked all subjects to evaluate the candidate again. Democrats who 
learned the information was false revised their opinion of the Republican candidate—but 
only by a half of the amount they should on Bayesian premises. Republicans did not re
vise their opinion of the Republican candidate at all. Bullock's experiment thus suggests 
that belief updating in the face of deception is anything but unproblematic: false informa
tion seems to have power even after it is known to be false.

Voters are not blind to the world they live in, even if much of the traditional public opin
ion literature represents them as deaf and dumb. They are, however, resistant to revising 
their priors about how problems in the world should be dealt with. But policy preferences 
nonetheless are updated. How does this happen?

As a rule parties as well as voters are resistant to updating their priors. The tendency of 
every rational party, Downs (1957) argued, is to maintain continuity in its policies. But 
parties are also the primary organizational medium through which candidates compete 
for electoral office. Periodically, they have incentives, because of changes in circum
stances or on account of compositional changes in their base, to modify the policy alter
natives on their menus. In the early 1970s, for example, the parties took muted stances 
on the issue of legal abortion, and in fact, many Republican elites were more liberal than 
their Democratic counterparts. By the 1990s, there had been a turnabout at the elite lev
el. Democrats were clearly the pro‐choice party and Republicans were the pro‐life party 

(see Adams 1997).

Here, we believe, is the largest part of the answer to the question of how party adherents 
update. When parties update their policy menus, their supporters favor their party's new 
offering for much the same reason they favored its previous one—namely, their attach
ment to their party and the broad outlooks on politics associated with it. Of course, some 
cast away their partisan attachments when new policies conflict with their political con
victions. More commonly, though, party identification is their anchor, and it is their views 
on issues—even on hot button issues such as abortion—that swing around to be consis
tent with their party loyalties, not the other way around (Miller 2000).7 The process may 
give the impression of blind loyalty. But in responding to changes in circumstances, it is 
in the interest of political parties to give the best response in their repertoire. So far as 
parties update their alternatives on offer in response to incentives from changed circum
stances, party supporters need not update (p. 452) on their own to locate the response 
they would rationally judge best—best, that is to say, conditional on their priors. Realign
ments aside, the primary mechanism of change in policy preferences, paradoxically, is 
continuity of party attachments.
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8 Envoi
There is an emerging consensus on the value of combining formal and behavioral ap
proaches; on specifying relationships between political institutions and strategic choice; 
on exploring further the centrality of party loyalty to political choice. Or perhaps better, 
an emerging synthesis of the three. Combined, they make plain that a theory of choice in 
politics must take account not only of attributes of the chooser, as has research in the 
past, but also of properties of the choice set.

Not the least reason that this new direction seems to us progressive is that it is continu
ous with the established one. It may appear otherwise. Our primary focus has been the 
role of properties of choice sets in facilitating consistency of belief and choice. To some in 
public opinion research and to most outside it, the focal theme appears just the opposite
—inconsistency. This impression is understandable. The exceptional virtues of Converse 
and Zaller's contributions have overshadowed the main current of research, what has run 
in just the opposite direction, concentrating on the analysis of consistency. Online pro
cessing, core values, affect, judgmental heuristics, motivated reasoning, even Bayesian 
updating, all have been brought into play as consistency generators. It would be odd in
deed to mount so large and persistent an effort to specify mechanisms of consistency, if 
there was not a presumption of some substantial measure of consistency in mass belief 
systems. This presumption is by no means universally shared, of course. The growing 
body of research on ambivalence is exhibit number one of a persisting interest in incon
sistency (see, for example, Alvarez and Brehm 2002; Basinger and Lavine 2005). It has all 
the same been a side current to this point, not the main one. So far from being at odds 
with previous work, the research we have reviewed is an extension of it. It is an effort to 
understand how consistency is imposed by the conditions of choice as well as by the 
tastes and aptitudes of the chooser.

It is all the more important, then, to flag a major weakness of the new institutional re
search program. The test of a theory is not just that it is capable of giving an account of 
newly observed regularities. It must also be capable of giving an account of previous 
ones. It may give a different interpretation of them. But it must account, as it were, for all 
the cards on the table. The research we have laid out cannot do so. It cannot account in a 
satisfying way for the instability and lack of consistency (variously defined) that are the 
hallmark of Converse and Zaller's landmark works. Some measure of inconsistency is bet
ter understood as measurement error as Achen (1975) demonstrated some time ago, and 
consistency in any case is a matter of degree. But a good deal of muddle (p. 453) remains, 
and while the view we have laid out does not deny there is lability in political preference, 
it cannot give a satisfying in principle explanation of it. Somewhere down the road a more 
encompassing synthesis will have to be developed.

We are aware that the account that we have set out is not a theory dressed in its Sunday 
best. We nonetheless think it has some virtues. It calls attention to a new component of a 
theory of choice, namely, properties of the choice set. It ties properties of political choice 
sets to political institutions, above all, political parties. And it has the virtue of telling a 
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political story about political choice. Parties are the common focal point of candidates and 
voters, and the cumulative morale of this body of research is the power of party elites. 
They manifestly are under pressure to respond to popular preferences. But they can exer
cise an important measure of autonomy, not merely by their power to persuade their ad
herents to follow their line, but more deeply, by their power to structure the alternatives 
on offer and so the choices citizens make. No doubt there is more to the story.
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Notes:

(*) We have many to thank but none more than Stephen Haber, James H. Kuklinski, and 
Arthur Lupia. It is a pleasure to acknowledge our debt to them.

(1) Terminology is treacherous. The study of political behavior is standardly styled as a 
behavioral approach. Focusing on what is doing the work of explanation, rather than what 
is being explained, psychological is more apt. The behavioral approach we lay out here is 
a combination of formal and psychological perspectives.

(2) By a coherent choice we mean selection of the available policy alternative most conso
nant with a citizen's general view of the matter. Note that this is a narrower version of 
Hurwitz and Peffley's (1987) concept of vertical linkage.

(3) We came across Kriesi's (2005) study of the politics of referenda in Switzerland too 
late in the process of preparing this chapter to take full advantage of it. It is the most de
veloped account to date of what it means analytically to take the view that party elites 
structure choice sets in politics, and thereby condition both the processes by which choic
es are made and the choices that in fact are made.

(4) We are indebted to Scott Nicholson for directing us to this research literature.
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(5) The idea that issues from different agendas—say, gay rights and support for the disad
vantaged—are tied together at a deep level should by no means be dismissed. The deep 
connections between temperament and ideology remain to be plumbed.

(6) Many studies using the Comparative Study of Electoral Systems (CSES) data are rele
vant to this point, although we cannot review them here due to space constraints. We re
fer the interested reader to www.cses.org/resources/results/results.htm for a comprehen
sive listing of the relevant work.

(7) This is typically, although not always, the case. In an exemplary study, Carsey and Lay
man (2006) discuss the conditions under which citizens who hold views out of step with 
their party will change either their partisanship or their issue positions. They show that 
changing partisanship to accommodate your issue position is most likely when citizens 
are aware of party differences and find the issue to be salient. These conditions (salience 
and awareness of party differences) are the exception rather than the rule. For most citi
zens faced with conflicting issue positions and party ID, they change their issue position if 
they change at all.
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Abstract and Keywords

This article discusses the various aspects of the class cleavage. An outline of Karl Marx's 
and Max Weber's conceptions of social class is provided. The class cleavage is placed 
within the context of political behaviour in the well-known Lipset and Rokkan model for 
political cleavages in industrial societies. The article discusses the different phases in the 
study of class voting, and gives an outline of a possible new trend in class-voting analysis. 
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schemas, statistical measurements, cross-national differences, systematic empirical tests, study of class voting

SOCIAL class represents a classic structural cleavage in industrial society. Social class 
became a major determinant for political attitudes and voting behavior when the political 
systems of western nations democratized in the late nineteenth century and early twenti
eth century. Today the main issue regarding the class cleavage is whether it is persisting, 
declining, or is undergoing a transformation.

This chapter focuses on various aspects of the class cleavage. I first outline Marx's and 
Weber's conceptions of social class and place the class cleavage within the context of po
litical behavior in the famous Lipset and Rokkan model for political cleavages in industri
al societies. I then discuss the various phases in the study of class voting, and outline a 
possible new trend in class‐voting analyses. I outline class schemas and statistical mea
surements to tap social class and class voting in the various stages of class‐voting stud
ies. The chapter next reviews important debates in the studies of class voting, such as the 
political orientation of the service class and the persistence of class voting. I review find
ings about trends in class voting. Finally, I outline explanations of cross‐national differ
ences in class voting and systematic empirical tests of such explanations.
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1 Class Analyses, the Class Cleavage, and Polit
ical Behavior
Class analyses can be traced back to the study of conflict within the social sciences. Karl 
Marx and Max Weber are the central theorists in this tradition. Although their (p. 458)

concepts of social class differed, both considered social class as vitally important for 
shaping the material interests and important experiences of individuals.

Marx defined social classes in terms of the relationship of groups of individuals to the 
means of production. Marx's class model emphasizes two fundamental classes based on 
their relation to property. A minority of “non‐producers”, who control the means of pro
duction, can use this position of control to extract from the majority of “producers” the 
surplus product that is the source of their livelihood. Control of the means of production 
yields political control, and a dominant class seeks to stabilize its position by advancing a 
legitimating ideology.

In capitalist society property rights in the means of production generate three classes: 
capitalists who own the means of production and hire workers, workers who sell their la
bor power to capitalist and petty bourgeois who own and use the means of production 
without hiring others. Although Marx differentiated classes on objective terms, he was 
primarily interested in the emergence of class consciousness among the depressed strata 
to create a sense of shared class interests that would provide a basis for conflict with the 
dominant class. A group that held a number of objective characteristics in common, but 
lacked class consciousness, meant that it could not play the role of a historically signifi
cant class.

Weber's notion of social classes emphasized the market. Class refers to any group of peo
ple who share the same class situation, and the chances in the market that presents a 
common condition for the individual's fate. Classes are founded on different economic in
terests in market relationships. Weber strongly emphasized a pluralistic conception of 
classes and distinguished between “ownership” classes and “acquisition” classes. While 
the former classes were based on property ownership, the other acquisition classes were 
based on the “marketable skills” that they possess, in particular educational qualifica
tions. This was the basis for various middle classes between the privileged classes and 
the “negative privileged” classes (those who possess neither property nor marketable 
skills).

A basic difference between these concepts of class is that whereas the Marxist approach 
focuses on the realm of production and does not recognize that some line of cleavages 
other than capital/labor could constitute the primary source of political antagonism, the 
Weberian approach considers the class cleavages as only one among many primary 
sources of cleavage.
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In Lipset and Rokkan's (1967) seminal work on the formation of social cleavages in west
ern democracies, the class cleavage was essentially a cleavage between owners and em
ployers on the one side, and tenants, laborers, and workers on the other. It sprang out of 
the Industrial Revolution and proved much more uniformly divisive than the other major 
cleavages. The rising masses of workers resented their working conditions and the inse
curity of their contracts. This resulted in the formation of labor unions and the develop
ment of nationwide socialist parties. The uniformity of the labor market cleavage across 
nations implied that it produced similar structures of party systems. Conflicts along the 
other social cleavages tended to generate diverse national patterns, but the owner‐work
er cleavages moved the party system in a common direction. The Russian Revolution also 
brought about a more divisive (p. 459) party structure among parties articulating working‐
class interests. Significant communist parties emerged in some countries, which some
times created a split with the socialist parties.

The labor market cleavage is the central class cleavage, but another class cleavage is the 
conflict between peasants and others employed in the primary sector and those who 
wanted to buy the products from the primary sector, particularly the urban population. 
This cleavage also sprang out of the Industrial Revolution. Such conflicts did not invari
ably prove party forming. In many countries, the religious interests of the rural popula
tion were more influential than the strictly economic ones, and the economic interest ar
ticulation took place within Christian parties. Distinct agrarian parties emerged only in 
some countries where strong cultural opposition had deepened and embittered the strict
ly economic conflicts (Lipset and Rokkan 1967). Rokkan developed an elaborate model 
based on the two economic cleavages in an important work on the Norwegian cleavage 
structure (Rokkan 1966).

2 The Three Generations of Class Voting
Early attempts to study the class‐vote link used ecological techniques to infer the vote 
preference of different occupation and income groups. The advent of election surveys 
around 1960 made possible more direct testing of the relationship between social class 
and voting behavior. The accumulation of national election surveys since then has pro
duced detailed examination of the association between social class and party choice over 
time. Most of these studies analyzed data from a single country, although there are some 
comparative longitudinal analyses.

Nieuwbeerta (1995, ch. 1) groups studies of class voting into three “generations”. The 
three generations are distinguished by the research problems that were formulated in the 
studies, the content of the major hypotheses, measurement procedures, data collection, 
and methods of data analysis.1

The first generation of class voting studies was during the 1950s and 1960s. This re
search focused attention on a broad range of research problems concerning the relation
ship between social class and voting. The basic question was whether an individual's so
cial and economic position was related to voting behavior. Researchers addressed this 
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question by examining a limited number of data sets and using simple measures of social 
class (see for example Alford 1964; Korpi 1983; Lipset 1981).

The second generation started in the late 1960s. The aim was to increase the amount of 
variance in voting behavior explained by adding variables to the equation, rather than fo
cusing upon the relationship between social class and party choice in (p. 460) detail. The 
empirical analyses were more sophisticated than those of the first generation (see for ex
ample Franklin et al. 1992; Inglehart 1990).

The first two generations of class voting found that the manual working class tended to 
support the left‐wing political parties, while the non‐manual classes generally supported 
the right‐wing parties. Researchers discovered substantial cross‐national differences, al
though studies from different countries were restricted in their comparability. Class vot
ing was largest in the Nordic countries, then in Britain and Australia, and then the Conti
nental countries, and considerably smaller in USA and Canada. On the basis of available 
published cross‐tabulations from the early studies of class voting from the first two gener
ations, Nieuwbeerta (1995: 53, table 3.5) compiled the level of class voting in about fif
teen countries. On average, the level of class voting in the Nordic countries was 48 per
centage points in the 1945–60 period according to the Alford index (see below), followed 
by Britain (37), Australia (33), Continental counties (25), and finally Canada and USA 
(12). Similar differences existed for the 1960s.

The third generation emerged around the mid‐1980s. These studies used a detailed cross‐
nationally comparable class scheme, and applied log odds‐ratios and non‐linear statistical 
techniques. The researchers of the third generation argued more specifically that mea
sures based on percentage differences (so‐called absolute class voting) were sensitive to 
the general popularity of the political parties, and that measures of so‐called relative 
class voting based on log‐odds ratios should be used instead.

All three generations of class voting relied on a dichotomous party choice variable that 
grouped parties of the left into one category and all other parties (non‐socialist or rightist 
parties) into the other category.
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3 A New Forth Generation of Class Voting Re
search?
Hout, Brooks, and Manza (1995) introduced the idea of distinguishing between “tradition
al” and “total” class voting. Traditional class voting meant the portion of the statistical as
sociation between class and voting behavior that arises from blue‐collar classes support
ing left‐leaning parties and white‐collar classes voting for right‐leaning parties. Total 
class voting includes, by contrast, all sources of the relationship between social classes 
and party choice where classes and parties are treated as separate categories on both 
variables (including non‐voting). Here I will advance this distinction a bit further by dif
ferentiating between:

(1) “Total class voting,” which considers class differences (based on a detailed class 
schema) in voting between all the parties in the party system.

(p. 461)

(2) “Overall or total left–right class voting,” which examines the left–right voting of 
all social classes.
(3) “Traditional (left–right) class voting,” which examines the left–right division of 
parties and only two social classes (the manual/non‐manual division).

The party choice variable has (nearly) always been dichotomized into left–right in class‐
voting research. This division can be questioned in advanced industrial societies. There is 
some evidence that social cleavages, and the class cleavage in particular, cut across the 
left–right division of parties. The New Left parties gain stronger support from the higher 
educated strata and the new middle class, while the New Right parties gain strongest 
support from the less educated and the workers. Therefore, newer research on class vot
ing should consider all parties as separate categories (see Knutsen 2004a, 2006).

4 Class Schema
The first two generations of class voting used a traditional two‐class schema between 
manual workers and all other classes (Nieuwbeerta 1995). More recent class‐voting stud
ies use more detailed class schemas. Prominent among these schemas are the so‐called 
Erikson/Goldthorpe (hereafter EG) class schema originally developed in connection with 
social mobility studies (Goldthorpe 1980; Erikson and Goldthorpe 1992).2 This is the most 
influential conceptualization and operationalization of social class in European sociology 

(Savage 1991). The third generation of class‐voting studies typically used this class 
schema.

The EG schema is derived mainly from classic sources, in particular from Marx and espe
cially Weber. The schema differentiates positions within labor markets and production 
units—more specifically, to separate such positions in terms of the employment relations 
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that they entail (Erikson and Goldthorpe 1992, 37). The basic distinction in the schema is 
within the category of employees.

The schema distinguishes between employees involved in a service relationship with their 
employers and those whose employment is essentially regulated by a labor contract. A 
“service relationship,” rather than one formulated in terms of a labor contract, exists 
where the employees are required to exercise delegated authority or specialized knowl
edge and expertise in the interest of their employing organization (Goldthorpe 1982; Erik
son and Goldthorpe 1992, 42).

A main division exists between the predominantly salaried professional—higher technical, 
administrative, and managerial—positions, and the predominantly (p. 462) wage‐earning 
manual occupations. The former are positions with a service relationship, and thus consti
tute the basis of the “service class” or the “salariat”3 of modern industrial society. The lat
ter, where the labor contract usually prevails, constitute the basis of the working class. 
The service class comprises administrators and managers, employed professionals, high
er‐grade technicians, and supervisors of non‐manual workers. It is divided into a higher 
and a lower level according to administrative responsibility and educational training.

Routine non‐manual employees in the EG schema do not belong to the new middle class 
or the service class. This includes routine non‐manual positions, usually involving clerical, 
sales, or personal‐service tasks, which exist on the fringes of professional, administrative, 
and managerial bureaucracies (Goldthorpe 1980, 40).

The working‐class group comprises skilled and unskilled manual wage‐earners in all 
branches of industry, as well as supervisors of manual workers (foremen) and lower‐grade 
technicians.

5 Measurements of Class Voting
Most analyses of class voting use a dichotomous party choice variable (socialist/non‐so
cialist parties) and a dichotomous class variable (manual versus non‐manual social class
es). The traditional measure of class voting calculates the percentage difference. The so‐
called Alford index is simply the percentage difference in support for the left or socialist 
parties between the manual and the non‐manual social classes (Alford 1964, 79–80).

Newer research on class voting emphasizes the difference between absolute and relative 
class voting, and suggests that log‐odds ratios are a better measure of (relative) class vot
ing. This measure, in contrast to the Alford index, is insensitive to changes in the overall 
support for parties or party groups (Heath, Jowell, and Curtice 1985; Hout, Brooks, and 
Manza 1993; Nieuwbeerta 1995). This measure—still based on a dichotomous class vari
able—is called the Thomsen index.4

When the assumption of only two social classes is replaced by more classes, as in the EG 
class schema, the analyses become more complicated. Hout, Brooks, and Manza (1995)
suggest using the kappa index.5 The higher the value of the kappa index, the higher is the 
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level of class voting. The kappa index has several desirable (p. 463) statistical properties. 
The most desirable property is that the index is based on log‐odds ratios and therefore 
not dependent on the marginal distributions of the independent or dependent variables.

Kappa values can be calculated for each political party. For example, it can analyze total 
class voting where the research question examines the class profile of individual parties 
and compare parties and party families in a comparative analysis (see Knutsen 2006, ch. 
4) “It provides a uniform metric for comparative and historical analyses based on suitable 
class and voting typologies” (Hout, Brooks, and Manza 1995: 814).6 Several newer stud
ies of class voting use the kappa index (Nieuwbeerta 1995; Weakliem and Heath 1999b).

6 The Debate about the Political Orientations 
of the Service Class
The class structure in western democracies has changed largely from a typical industrial 
society to advanced industrial or post‐industrial society. The most important change is the 
decline of the working class and the increase in those who belong to the service class. 
These important changes in the class structure have triggered a debate about the politi
cal orientations of the service class.

The literature on the service class (the new middle class) disagrees about the political ori
entations and party choice of this class. This is important since the service class has 
grown in size and may shift left–right class voting since it is considered as a non‐manual 
class. If it is essentially a conservative class, its increasing size might strengthened or at 
least stabilize class voting. If it is a left‐wing class, it might decrease left–right class vot
ing.

John Goldthorpe formulated an influential theory of the political orientations of the ser
vice class: the service class “will constitute an essentially conservative element within 
modern society” (Goldthorpe 1982, 180). The service class is employees who are subordi
nate to some form of higher agency, but the main characteristic of the service‐class occu
pations is that they exercise authority and/or specialized knowledge and expertise. They 
perform their work tasks and roles with some significant degree of authority and discre
tion, and enjoy conditions of employment that are decidedly advantaged relative to other 
grades of employees. This represents a unifying structural location that determines their 
basic social and political outlook, which will be conservative and status quo‐oriented 

(Goldthorpe 1982, 168–70).

(p. 464)

In the British debate, Lash and Urry (1987) argued that the service class will be an innov
ative and disruptive force in capitalism. They couple the service class with the rise of new 
social movements and the weakening of the old patterns of political alignments. Savage 
(1991) found considerable internal divisions within the service class. He showed that par
ty divisions within the service class are considerably greater than in other social classes. 
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Heath and Savage (1995) showed considerably variations within the service class's party 
identification. However, structural characteristics like sector employment and employ
ment status have only limited power for explaining these differences.

Similar findings about divisions within the service class with regard to participation in 
new social movements and party choice are found for several continental European coun
tries (Müller 1999; Kriesi 1998, 168–72). In Scandinavia, sector employment has a large 
impact of voting, and the division within the service class in particular is substantial. The 
service class in the public sector is more likely to support left‐wing parties than the ser
vice class in the private sector (Knutsen 2001). The same applies to most west European 
countries although not to the same degree (Knutsen 2005).

7 The Debate about the Persistence or Decline 
of Class Voting
It once was considered conventional wisdom that class voting was declining in all ad
vanced democracies, but recent research has seriously challenged this wisdom. Leading 
scholars like Seymour Martin Lipset (1981) and Ronald Inglehart (1984) initially docu
mented a decline in class voting in several countries mainly by using a simple measure of 
social class (the Alford index). In Britain, a variety of electoral researchers expressed this 
conventional view (Franklin 1984; Rose and McAllister 1986; Särlvik and Crewe 1983).

In the United States, Clem Brooks, Michael Hout, and Jeff Manza challenged this conven
tional view. By using a more detailed class schema, as well as more sophisticated statisti
cal techniques that measure relative class voting instead of absolute class voting, they ar
gued that social class has a quite permanent overall impact on American party choice 
(Brooks and Manza 1997; Manza and Brooks 1999; Hout, Brooks, and Manza 1995).

In Britain, the British Election Study teams of the 1980s and 1990s—the so‐called 
Nuffield team—also disputed the claims about class dealignment. Using newer statistical 
techniques and a more elaborate class schema (the EG class schema), they differentiated 
between absolute and relative class voting and found more trendless fluctuation than de
cline in class voting (Heath, Jowell, and Curtice 1985; Heath et al. 1991; Evans, Heath, 
and Payne 1991). Anthony Heath has recently (p. 465) shown—and admitted—that class 
voting is declining in both Britain and the USA, as well as in France, somewhat contrary 
to his previous position (Weakliem and Heath 1999a; 1999b). Others within the Nuffield 
group, however, have defended the view that class voting in Britain is constant (Goldthor
pe 1999) and argued that the comparative studies of the decline in class voting are dis
putable (Evans 1999).7

Those who support the persistence of class voting belong to the third generation of class‐
voting researchers. They argue that newer and more sophisticated statistical techniques 
and a more elaborate class schema (the EG class schema), are major reasons why their 
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findings differ from the conventional dealignment argument. However, other researchers 
in the third generation find clear evidence of decline in class voting (see below).

8 Trends in Class Voting

8.1 Comparative Studies from Advanced Democracies

Nieuwbeerta's (1995) pioneering work is the most extensive analysis of class voting in a 
comparative perspective. He uses the new class schemas and the new statistical tech
niques, but his findings conformed to the conventional wisdom: Class voting had declined 
in most western democracies, according to both the Thomsen and the kappa indices.

Nieuwbeerta studied class voting in twenty countries over time, and found that—based on 
324 class‐voting tables in the time span 1945–90—the correlation between the Alford in
dex and the log‐odds ratios (Thomsen index) was 0.97. Nieuwbeerta also found that the 
measures did not yield substantively different results (1995, 52–5).

Nieuwbeerta analyzed class voting trends based on the EG‐classes by using the kappa in
dex. He again found clear trends towards a decline in class voting in nearly all countries, 
and the trends are fairly similar to those found based on a dichotomous class variable. 
Nieuwbeerta's (1995) general results were that various measurements of the level of 
class voting and the amount of decline were highly correlated despite the fact that differ
ent measurement and very different class schemas were used.

In a more recent analysis, Nieuwbeerta and Manza (2002) expanded the database to in
clude additional data from the 1990s. In a comparative analysis of six countries (Aus
tralia, Austria, Britain, Germany, the Netherlands, and USA) there were significant long‐
term decline in total left–right class voting in all countries.

Knutsen (2006) has studied absolute and relative class voting in eight west European 
countries from the mid‐1970s to the late 1990s. He found a decline in (p. 466) class vot
ing; the average decline was 47 percent of the original strength in the late 1970s (based 
on the Alford and Thomsen indices), and 36 percent for kappa index for four social class
es. The decline in class voting was largest in Denmark and the Netherlands, then Britain, 
France, and Italy and smallest in Belgium, Germany, and Ireland. Knutsen also found 
strong correlations between the various measures of class voting.

Both studies found the decline in class voting is greatest in the countries where class vot
ing has been largest, in particular the Nordic countries. Thus, class voting is converging 
to a fairly low level across western democracies.

Knutsen (2006) found that total class voting was declining by examining the correlations 
between party choice treated as a nominal‐level variable and the EG‐classes. However, 
the decline in class voting is smaller when several social classes were examined (as the 
findings based on the kappa index referred to above indicated) and when all parties are 
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included in the analyses. Nevertheless, there is a significant decline. Class voting was 
largest for support for the communist, social‐democrat (who got strongest support from 
workers), and liberal parties (who got strongest support from employers and service 
class), and smallest for the greens, Christian democrats, and the nationalist parties (Knut
sen 2006).

8.2 Class Voting in Some West European Countries

8.2.1 France
Studies of French electoral sociology have come to different conclusions regarding the 
strength of class voting over time. Lewis‐Beck (1984) analyzed data from 1958 to 1981 
and concluded that “social class continued to shape party choice with undiminished 
force” (Lewis‐Beck 1984). Weakliem and Heath (1999a) analyzed total class voting and 
traditional class voting from the mid‐1940s to 1992. They found considerable fluctuation 
in total class voting over time but no long‐term trend, but they showed a considerable de
cline for traditional left–right class voting. The Alford index declined from around 30 to 
10 percentage points during the period. Another study showed that the Alford index de
clined from around 20 percentage points in the 1970–80s to less than 5 in the 2002 elec
tions (Cautès 2004).

Boy and Mayer (2000, 157–61) found a clear decline in class voting between manual and 
non‐manual employee groups regarding support for the socialist parties from 1978 to 
1997. The workers had increasingly declined from supporting the leftist parties and in
creasingly supported the National Front. The self‐employed class was, however, still 
strongly supporting the established right‐wing parties. They concluded by stating that 
“the principle differences exist no longer between manual (p. 467) workers and clerical 
workers, but between the self‐employed and wage earners, with a resurgence of the left 
among salaried upper and middle classes compensations for its decline among the work
ing class” (Boy and Mayer 2000, 161). Given that the non‐manual employees comprise 
five times as large a portion of the workforce in France, class voting has nevertheless de
clined largely.

8.2.2 Germany
In Germany Dalton (2003) found a clear decline in class voting based on the German Elec
tion Studies from 1953 to 2002. The decline in class voting was primarily caused by 
changes in the new middle‐class vote. This stratum moved from the CDU/CSU camp in 
the 1950s to the SPD in the 1970–80s. Schnell and Kohler (1995) similarly found a strong 
decline in the explanatory power of social class on party choice in Germany based on data 
from 1953 to 1992 and statistical methods from the “third generation.” Most of the de
cline takes place from 1953 to around 1970.8 Other studies also find a clear decline in 
class voting (Pappi 1990; Pappi and Mnich 1992).

Walter Müller's (1999) examined surveys from 1976–94 and used the EGP class schema 
and divided the service class into three groups according to the relationship to organiza
tional power and the tasks performed. Müller found “a quite astonishing constancy in the 



The Decline of Social Class?

Page 11 of 26

differences in party orientation among the antagonists of the classical class cleavage” 

(Müller 1999, 178).

8.2.3 Scandinavia
Class voting has been comparatively very high in Scandinavia. Class voting was 44 and 51 
percentage points according to the Alford index in the first election studies in Norway 
and Sweden. In Denmark the Alford index of class voting was about 50 points in the mid‐
1960s. Class voting has gradually declined in these countries to about 30 percentage 
points around 1990. In Denmark and Norway there was a dramatic further decline to only 
6 percentage points in 2001/2002, while the level of class voting in Sweden was stable at 
25–9 percentage points (Knutsen 2004b).

More specifically, class voting declined because workers supported the socialist parties to 
a smaller extent than previously, while the new middle class increased their support for 
the socialist parties. Differences in class voting between the wage‐earner classes de
creased for social democrats and the rightist (conservative and radical right combined) 
parties. However, “class voting” increased for the left socialist parties, (p. 468) which have 
concentrated their support among the new middle class. These findings strongly support 
the perspective of the “two lefts” which are rooted in different social classes (Knutsen 
2001).

8.3 Eastern Europe

The general shape of the cleavage structure underpinning the post‐communist party sys
tems in eastern and central Europe has been studied from different angles. By some ob
servers post‐communist societies were unorganized in intermediate civic groups, and 
these societies lacked social differentiation and ideological commitments that might 
structure attitudes and party choice. The political parties that emerged were not pro
grammatic parties, but were charismatic and clientelistic parties that lacked societal and 
political anchors. Other researchers countered this tabula rasa hypothesis and argued 
that it left little room for variations within and across post‐communist polities (see Evans 
and Whitefield 1993; Whitefield 2002). For example, Whitefield (2002) identified the so
cial and political factors that might shape cleavages in post‐communist systems in a 
causal chain from pre‐communist historical and cultural factors, in the form of communist 
rule or transition from it, in the institutional choices and party strategies and in the char
acter of economic and social post‐communist experiences itself.

Evans and Whitefield (2000) conducted the broadest empirical investigation of political 
divisions in eastern Europe based on twelve countries in the mid‐1990s. They found a va
riety of social and ideological bases of party competition. Social class (apart form the ur
ban‐rural division regarding farmers versus other classes) was only among the significant 
predictors of party choice in a few countries.

The literature on social cleavages emphasized the impact of social class on party choice 
when eastern European voters in several countries voted post‐communist, left‐wing suc
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cessor parties into parliamentary power beginning in 1993. Several authors argued that 
the values and cultural issues that had dominated the first years of post‐communist poli
tics were partly replaced by an economic left–right axis and class politics (Kitschelt 1992; 
Szelényi, Fodor and Hanley 1997). The supposed increase in class was linked to the con
flicts related to the pace and extent of market reforms (Pettai and Kreuzer 1999). These 
reforms transformed the class structure and created larger income and wealth inequality 

(Slomczynski and Shabad 1997).

Restitution and privatization led to the emergence of a class of proprietors and entrepre
neurs, and the growth of this new class contributed to the formation of traditional class 
cleavages. Due to delayed modernization of industrial structures, the size of the working 
class had not declined, which meant that is still represented a significant social force 

(Mateju and Reháková 1997).

(p. 469)

However, only in Russia and the Czech Republic do such perspectives receive consider
able empirical support. Evans and Whitefield (1999) found that class political alignments 
in Russia became more left–right/working‐middle class by the mid‐1990s, increased in 
magnitude accordingly, and have remained relatively stable since. They argued that as 
voters learned about the class implications of markets and about the party system in the 
new democracy, they exhibited a growing capacity to link their class position to their par
tisan choices. These differences remain stable even as “catch‐all” or “surge” parties in
crease their level of popular support. This perspective is supported by evidence that eco
nomic left–right orientations and economic experiences strongly—and increasingly over 
time—reduce the direct impact of social class on voting when these variables are includ
ed as intermediate variables in a causal analysis.

Similar results appeared in other post‐communist nations. According to Mateju and Re
háková (1997; Mateju, Reháková, and Evans 1999), the increase in the vote for the Czech 
Social Democrats during the 1990s was accompanied by a class‐party realignment caused 
by the crystallization of political interests and attitudes in the electorate. Szelényi, Fodor, 
and Hanley (1997) find similar trends towards increased class voting in Hungary and 
Poland although the pattern for Poland is “weaker and more contradictory.”

However, these patterns do not apply to all eastern European countries. In a comparative 
analysis of five east European countries (Bulgaria, Czech Republic, East Germany, Hun
gary, and Poland) and nine west European countries based on data from the 1990s, Gijs
berts and Nieuwbeerta (2000, 411–15) found that total class voting was much weaker in 
the eastern European countries. In these countries, hardly any class differences in voting 
behavior existed, except for the Czech Republic. Moreover, in Bulgaria and Hungary, pat
terns of class voting were opposite to those found in the west. The non‐manual classes 
voted more left‐wing than members of the manual classes. The authors also examined 
class differences in economic left–right attitudes and found similar class contrasts in the 
east and west. These economic values did not explain differences in class voting in the 
eastern countries apart from in the Czech Republic, as they did in the west (Gijsberts and 
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Nieuwbeerta 2000, 414–20). In brief, the cleavage structure had not crystallized accord
ing to the economic left–right class cleavage.

8.4 Asia

In Japan, class voting has been consistently low. In the 1950s, the main difference be
tween the conservatives and the socialists arose from a conflict between traditional and 
modern values; age and education were the major determinants of the vote, not social 
class. Watanuki (1967, 456–60) labeled this pattern of conflict “culture politics.” (p. 470)

During the 1960s, these cultural issues declined in importance, and social class became 
more important. Farmers and employers have been the strongholds for the Liberal Demo
cratic Party (LDP), while white‐collar and blue‐collar workers have voted similarly from 
the 1960 to the late 1980s. Among employees, unionized employees were much more like
ly to support the left, while the non‐unionized supported the LDP or the new parties in 
the center. The impact of union membership was similar for the wage‐earners (Flanagan 
1984; Watanuki 1991). These patterns seem to have continued into the 1990s (Watanuki 
2001).

In India, social class is only weakly related to party support. A major explanation is that 
the dominant Congress Party was a heterogeneous, catch‐all, centrist party, which devel
oped its support in the independence movement, thereby allowing it to mobilize voters 
who were first mobilized into mass politics during the independence movement (Chhibber 
and Petrocik 1989). Supporters of the Congress Party represent a variety of social classes 
and occupation groups, religions, and languages. For example, in the 1971 election the 
Congress vote was 15 percentage points higher among the lower classes than among the 
higher classes in urban areas, while there was no class effect in the rural areas (Chhibber 
and Petrocik 1989). However, the Congress Party and other parties mobilized different so
cial groups in different states in the federal structure, and intergroup party conflicts are 
more geographically specific. This implies that within the various states the class cleav
age has been substantial.

During the 1990s, the Indian party system changed largely and the dominance of the 
Congress party came to an end. The right‐wing Bharatiya Janata Party (BJP) emerged as 
the largest party in parliament. This party mobilized Hindu, middle‐class, and forward 
caste voters. Class voting and other types of cleavage voting increased considerably at 
the national level (Chhibber 1999).

8.5 Latin America

Dix (1989, 26–9) argued that the coming of universal suffrage and political mobilization in 
Latin America did not produce the kind of class‐mass parties familiar in the West. In
stead, catch‐all parties are the predominant type of party in Latin America in the 1980s 
and later. Single‐class parties have tended to be relatively peripheral to party systems 
that have revolved around an axis of one or more multi‐class parties. Additional structural 
explanations for the low level of class voting are the small size of the industrial working 
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class compared to employees in agriculture and the service sector and the weaker union 
movement (Dix 1989).

Torcal and Mainwaring (2003) found that class had a modest influence on party choice in 
Chile in the 1990s. Unskilled workers, skilled workers, and marginalized self‐employed 
were most likely to supported the centre‐left, while the service class, (p. 471) the petty 
bourgeoisie and the routine non‐manual were more likely to support the parties of the 
right. They also compared the impact of social class in 1973 (before the military coup) 
and in the 1990s. The impact of social class before the period of military dictatorship was 
larger than in the 1990s. Class voting declined because the political elites were aware of 
how disastrous the extreme polarization of class issues had been in earlier periods. 
Therefore, the party leaders played down class and redistributive themes and under
scored the desirability to restore democracy.

In an extensive comparative analysis of seven Latin American and seven west European 
countries in the mid‐1990s, Mainwaring and Torcal (2003) found that class voting was 
much weaker in Latin America than in the West. The authors did not find any consistent 
trends among the Latin American countries for some classes to vote for specific party 
families. For example, the service class was not significantly more likely to support the 
parties of the right and skilled workers only engaged in class voting in a few of these 
comparisons. Arguments that conservative parties have an upper‐class core constituency 
and that left parties have a pronounced working‐class base are not accurate for Latin 
America.9

9 Theoretical Explanations for Variation in 
Class Voting
A new set of studies by Nieuwbeerta (Nieuwbeerta 1995; Nieuwbeerta and Ultee 1999) 
and Knutsen (2006) try to explain the changes in class voting over time or to explain the 
differences between advanced industrial countries.10

The decline in class voting has occurred in a period of post‐industrial transformation. The 
transformation of labor markets produced a dramatic shift in the employment structure, 
often referred to as “deindustrialization” whereby employment in service industries in
creased, and employment in manufacturing decreased considerably. The size of the work
ing class also decreased, while the number of white‐collar workers, and service workers 
in particular, increased. These transformations were accompanied by considerable eco
nomic growth and rising prosperity (post‐Second World War until the early 1970s), al
though growth rates have since declined. Analysts often argue that these transformations 
generated growing economic and social insecurity, despite the economic growth, for large 
sections of the populations. This insecurity is frequently associated with an increase in 
unemployment, and unstable labor markets. Social inequality had also risen in many ad
vanced industrial (p. 472) societies, and tighter fiscal constraints reduced the capacity of 
governments to cope with new problems through expansion of the public sector (Iversen 
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and Wren 1998). Some of these factors might increase class voting, but class voting has 
been declining (independent of the way it is measured). However, some of these factors 
might explain the cross‐national variation in class voting.

Deindustrialization and the transformation of the class structure are often coupled with 
the rise of other social cleavages and value‐based conflicts that replace or supplement the 
class cleavage, and the increasing influence of these other cleavages could therefore 
cause a decline in class voting (Dalton, Beck, and Flanagan 1984; Inglehart 1984, 1990).

Several variables may explain the levels of class voting in advanced industrial societies. 
Some of the variables primarily explain the comparative differences in class voting, whole 
others explain changes in class voting over time within countries.

Economic Prosperity. Several analyses of declining class voting assume that economic 
prosperity decreases class voting. Rising incomes, improved standards of consumption, 
the spread of home ownership, and greater leisure in the working class lead affluent 
workers to identify with the middle classes and embrace its attitudes and lifestyles 

(Goldthorpe et al. 1968). Feelings of class solidarity and the attachment to labor unions 
also weaken in advanced industrial society (Dalton, Beck, and Flanagan 1984). This pro
duces a decline in support for socialist parties among the working class.11 Class‐voting 
levels are lower in the more prosperous countries, and decrease over time when the stan
dard of living increases.

Unemployment. Lipset's extensive discussion of electoral political sociology maintains 
that leftist voting is associated with insecurity, and groups with high unemployment rates 
should strongly vote for the left. Lipset finds support for this thesis from studies of differ
ent countries (Lipset 1981). Since the working class have less secure employment and are 
more likely to be unemployed than others, a high level of unemployment could cause a 
high level of class voting.

The relationship between unemployment and class voting has not been discussed theoret
ically and is seldom examined empirically. The literature on support for the New Radical 
Right parties emphasizes that these parties get strong support from marginalized and un
derprivileged social groups like unskilled workers, and unemployed and jobless persons 

(Betz 1994). With higher unemployment, these groups might vote for the radical right, 
thereby contributing to a decrease in left–right class voting. However, Weakliem and 
Heath (1999a, 116) do not find a significant impact of unemployment on class voting in 
analyses of class voting in Britain, France, and the United States.

Employment in Industry. The decline in industrial employment and the increased employ
ment in the service sector is a major trait of a post‐industrial society. Class voting is de
clining over time partly for the same reasons as those formulated in connection with the 
decline of the working class (discussed below), and partly because (p. 473) deindustrializa
tion implies that new conflicts over material and non‐economic issues supplants the class 
cleavage in advanced welfare states.
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The Size of the Working Class. Parties no longer appeal to class issues related to the eco
nomic left–right dimension to the same degree as previously. The main leftist parties can
not successfully appeal to all groups and they face an electoral tradeoff in appealing to 
different groups of voters. Przeworski (1980; Przeworski and Sprague 1986) formulated 
the best‐known discussion of this perspective. Left parties whose core constituencies are 
manual workers face an electoral dilemma: Since the working class is an electoral minori
ty, these parties must also appeal to middle‐class voters if they are to win elections. How
ever, such strategic maneuvers have class‐demobilizing effects because these parties pre
sumably lose workers' support when they appeal to the middle classes. When social de
mocrats extend their class appeal to other social classes, they cannot appeal to interests 
and issues specific to workers as a collectivity—those that constitute the public good for 
workers as a class—but only those that workers share with other social classes (Przewors
ki 1980). In brief, class voting decreases when the size of the working class diminishes.

Union Density. Previous research found that the higher the level of union density, the 
higher the level of left–right class voting. This relationship is, however, ambiguous for two 
reasons: (1) a higher level of unionization among the non‐manual strata increases the 
probability that these groups will vote for the left, thereby decreasing the level of tradi
tional left–right class voting, and (2) not all unions have been socialist or linked to the left 
parties.

Despite the ambiguity of unionization among the non‐manual classes, union density 
among employees is strongly linked to class voting. Researchers have found a strong cor
relation between union density and class voting based on eighteen OECD countries in the 
1970s and a larger set of west European countries over a longer time span (Korpi 1983).

Income Inequality. Income differences are closely related to standard of living between 
social classes and social strata. When income inequality is large between social classes, 
this may foster class voting since classes will win or lose more in an economic sense by 
voting for a leftist or a rightist party (Nieuwbeerta and Ultee 1999).

Religious Fragmentation and the Size of the Secular Group. The religious cleavage tends 
to cut across the class cleavage because religious voters tend to vote for the Christian 
parties, regardless of their social class. Therefore, class voting should be lower in coun
tries with a high level of religious fragmentation.12 One might also argue that the size of 
the secular or religiously unaffiliated segment of the population is important. Class voting 
is most evident among the secular segment because the cross‐cutting character of the re
ligious cleavage occurs among the religious segment.13

(p. 474)

Left–Right Polarization. Left–right polarization in the party system is also connected to 
class voting. A large polarization implies that there are clear differences between the par
ties regarding the dominant class issues, while smaller differences imply that choices are 
less clear regarding class issues (Evans, Heath, and Payne 1999). If there is a conver
gence of the two main left and right parties, segments of the working class become alien
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ated from the left, and may be tempted to vote for the right, even the radical right. Ac
cording to many observations and empirical studies, such convergence between the ma
jor left‐wing and right‐wing parties has occurred in many advanced industrial countries 
(Kitschelt 1995; Knutsen 1998).

The Impact of New Politics Values. Some theories argue that New Politics issues, such as 
environmental quality and cultural issues, will gradually replace Old Politics issues and 
the core of Old Politics cleavage—social class (Inglehart 1984; Kitschelt 1994, 1995). As 
New Politics issues begin to cause significant party conflict, and transform the political 
space in advanced democracies, the class cleavage may become weaker. The old class 
cleavage is partly turned upside down since higher educated service‐class voters support 
the New Left parties, and a portion of the working class supports the New Right parties.

10 Comparative Analyses of Explanations of 
Changes in Class Voting
Nieuwbeerta (1995; Nieuwbeerta and Ultee 1999) analyzed some of these explanations of 
the comparative differences in class voting over time in twenty countries. He found that 
four variables were significantly correlated with the level of class voting across nations: 
union density, the percentage of manual workers, religious‐ethnical diversity, and income 
differences. The three first correlations were in the expected direction. However, class 
voting was largest in countries with the smallest income differences. In the longitudinal 
analysis, the standard of living and the percentage of manual workers correlated signifi
cantly with class voting in many countries.14

Knutsen (2006, ch. 7) analyzed a larger set of explanatory variables but with fewer coun
tries (eight) and a shorter time span (from the mid‐1970s to the late 1990s). He analyzed 
all three types of class voting mentioned above. He found that the level of class voting 
was significantly correlated with level of unemployment, union density, the size of the 
working class, the portion of the workforce working in industry, (p. 475) economic pros
perity, and the size of the secular group in the expected directions. Income inequality and 
the impact of New Politics values on the party system were also correlated with the two 
measures of class voting based on the EG‐class variable. The analysis showed that three 
variables correlated with the decline in class voting in all eight countries: GNP per capita, 
the size of the working class, and the portion of the workforce employed in industry. 
Union density, the impact of New Politics, the overall polarization in the party system, and 
the left–right distance between the major leftist and rightist parties were correlated with 
changes in class voting in 4–5 of the eight countries.

The analysis of explanation of trends in class voting focused in particular on the changes 
in the party systems and the political strategies of political parties. A detailed empirical 
investigation of changing location of the major parties and political strategies of the ma
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jor leftist parties showed a consistent pattern where a decisive move towards the centre 
was accompanied with a decline in class voting (Knutsen 2006).

Finally in a pooled cross‐sectional time‐series analysis, union density, the size of the work
ing class, the portion of the workforce employed in industry and (with a strong negative 
correlation) GDP per capita had the strongest correlations with class voting. Income in
equality and the size of the secular group were negatively correlated with class voting, 
but these correlations were less robust. The ideological distance between the largest left‐
wing and right‐wing parties was positively correlated with class voting. Regression analy
ses show that union density, the size of the working class and the size of the workforce 
employed in industry had significant effect on total class voting. The impact of union den
sity was generally the largest and most consistent predictor.

11 Conclusions
Class voting was generally largest in western democracies during the industrial phase, al
though there was considerable cross‐national variation in the strength of the class cleav
age. Class voting is much lower in Asia, Latin America, and in the emergent democracies 
in eastern and central Europe. In these latter regions, there is no trend towards class 
dealignment. There are some trends towards an increasing impact of social class on the 
vote. All evidence indicates however, that class voting in these countries will remain low
er than in the western countries during the industrial phase.

Class voting is definitely declining in advanced western democracies. Traditional indica
tors for the post‐industrial transition can explain the decline in class voting from an in
dustrial to an advanced industrial society: Growing prosperity, the decline of the work
force that is workers and work in industry. The decline in class voting is also strongly as
sociated with the centrist strategies of the main political parties of the left and right.

(p. 476)

How would class voting develop in the future and what would the study of class voting fo
cus upon? Given the importance of structural variables connected with the post‐industrial 
transformation for explaining the decline in class voting, it is natural to predict that class 
voting will remain low. The convergence between the political parties also appears to per
sist. However, if larger left–right polarization between the political parties emerges, for 
example regarding welfare state retrenchment, class voting might increase.

Class‐voting studies should increasingly focus more on total class voting and overall left–
right class voting, instead of traditional class voting. In particular, total class voting 
should focus on party families as the basis for comparative studies of class voting instead 
of the left–right division of parties.

Studies of social class effects on voting behavior will increasingly use interaction models 
where other variables are analyzed in connection with social class. Such interaction vari
ables will include, for example, organizational tasks at work, sectoral employment, and 
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political‐economic marked locations like whether one works in the sectors exposed to in
ternational competition or sectors oriented towards domestic and local markets.

Whether such interaction models are significant, or whether these latter variables would 
explain voting behavior much better than social class remains to be seen. If these interac
tion models do not yield significant results, class‐voting studies will be seen as increasing
ly irrelevant, and alternative structural variables will supplant studies of social class and 
voting behavior, not only supplement it.
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Notes:

(1) See Nieuwbeerta's (1995, ch. 1) more extensive presentation of the three generations 
of class voting.

(2) It is also called the EGP class schema, owing to the contribution of Portocarero (Erik
son, Goldthorpe, and Portocarero 1979).

(3) “Salariat” was introduced as a synonym of service class in order to avoid confusion be
tween the service class and “service workers” and the service sector of employment 
(Goldthorpe 1995).

(4) Named after Søren Risbjerg Thomsen, who was one of the first to apply the log‐odds 
ratio in research on politics and political cleavages.

(5) The kappa index calculates several log‐odds ratios between a reference category on 
the class variable and each of the other classes and uses the standard deviation of these 
log‐odds ratios as a measure of class voting.

(6) The kappa index assumes a dichotomous party choice variable, and cannot be calcu
lated when the party choice variable is a nominal‐level variable based on all parties. 
Therefore it cannot be used as a measure of the overall correlation between social class 
and party choice in a multi‐party system.

(7) The debate about class voting is also reflected in discussion between the main contrib
utors within the field. Many of these contributions are included in Clark and Lipset 
(2001).

(8) Schnell and Kohler coupled their findings to Ulrich Beck's individualization hypothe
sis. See the debate about the decline in the influence of social class and religion and the 
coupling of these findings to Beck's hypothesis which followed the publication of Schnell's 
and Kohler's article (Müller 1997; Jagodzinski and Quandt 1997) and the reply of Schnell 
and Kohler (1997). Nieuwbeerta and Manza (2002) show a clear linear decline in total 
class in Germany from 1969 to 1998. In their six‐nation study the decline is largest in 
Australia, Britain, and Germany.

(9) Torcal and Mainwaring control for religious activity (church attendance) and urban/
rural residence in their analysis of the class cleavage.

(10) Some studies discuss the causes of cross‐national variations for a limited number of 
countries at a specific time (Alford 1964), while other studies use only a few explanatory 
variables (Korpi 1983; Weakliem and Heath 1999a).

(11) An extensive test of the thesis for social democratic parties in Scandinavia did not 
support the thesis (Sainsbury 1985).
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(12) Religious and ethno‐linguistic heterogeneity (fragmentation) is also strongly associ
ated with the electoral strength of the leftist parties. Religious and ethno‐linguistic frag
mentation decreases the strength of the left in a comparative setting (Bartolini 2000). 
This might be associated with the lower level of left–right class voting in highly religious 
and ethno‐linguistic systems because workers in these settings vote for non‐socialist par
ties.

(13) The fragmentation measurement accounts for the number and respective sizes of re
ligious denominations, in addition to the size of the non‐religious group. It is questionable 
whether the size of the various religious denominations in religiously mixed countries af
fects the level of class voting. In addition, the fragmentation measurement is problematic 
regarding the size of the unaffiliated group.

(14) In addition the percentage of mobile persons decreased the level of class voting over 
time. Class mobility is an additional factor to the list of explanatory factors in this chap
ter.

Oddbjørn Knutsen

Oddbjørn Knutsen is Professor of Political Science at the University of Oslo.
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This article attempts to define the extent to which religion influences political and voting 
behaviour in the contemporary world. It also tries to identify the major factors behind this 
influence. The article starts by looking at the secularization theory, which asserts that 
modernization decreases the need for and the significance of religion on both the macro 
and micro levels. ‘Supply-side’ theories and religion in politics are examined next.
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THE significant role played by religion on shaping election outcomes is as old as the bal
lot box itself. From its day of inception, electoral politics has been significantly influenced 
by the “divine.” The degree of this impact has varied in time and space, but it would not 
be an exaggeration to state that “worldly concerns” have yet to enjoy a complete reign 
over voting decisions anywhere on the globe. This chapter tries to show that this state
ment is valid in all types of societies including the post‐industrial and highly developed 
ones.

Although the accuracy of the figures is debated, it is estimated that there are roughly 2.1 
billion Christians, 1.3 billion Muslims, 900 million Hindus, 376 million Budhists, and 14 
million Jews in the world. Of the 6.5 billion (www.prb.org) inhabitants of the globe, almost 
85% belong to a religion, while those classified as “secular/nonreligious/agnostic/atheist” 
number about 1.1 billion (www.adherents.com). For the majority of people in the world, 
religion is much more important in their lives than politics. The World Values/European 
Values Surveys, for example, asked almost (p. 482) 100,000 people around the world how 
important politics and how important religion was in their lives. According to these sur
veys, for about 16 percent of the world's population, politics is more important than reli
gion; for about 29 percent they are equally important; and for the remaining 55 percent 
religion is more important than politics. Religion is a very important factor in people's 
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lives and its relation to politics and particularly electoral behavior is the focus of this 
chapter.

Religion's enviable status as the source of political legitimacy for so many centuries was 
seriously challenged, at least in the Occident, by the ideas of the Enlightenment. It may 
come as a surprise to many that neither the “positivist revolution” nor the processes of 
rapid industrialization and modernization spelled an end to religious influences on poli
tics in general and voting preferences in particular as predicted by the secularization the
ory. Yet for others, religion in some form or another is the answer to a basic human need; 
part of the condition humaine, so to speak. Thus, it follows that religion always has and 
will continue to exert considerable influence on human behavior, political or otherwise. 
This is obvious even if one limits oneself to the first few years of the twenty‐first century 
and to the most affluent societies of the world. From the heated discussions on the now 
defunct constitution of the European Union to laws on stem cell research and to the 
American presidential elections, the pervasive role of religion in politics is all too evident 
to ignore even in those societies where the Enlightenment has had its greatest impact.

This chapter delineates the extent to which religion influences political and, in particular, 
voting behavior in the contemporary world and, data permitting, attempts to identify the 
major factors behind this influence.

A meaningful starting point for the analysis of the interaction of religion and politics is 
the intellectual movement that is broadly referred to as the Enlightenment which, above 
all, was a concerted effort to dethrone religion (no doubt, some Enlightenment thinkers 
would have liked to banish it altogether) and replace it with human rationality and the 
scientific method. “The Enlightenment was eager to deny religious transcendence and to 
affirm that everything was to be found within a single, orderly System of Nature” wrote 

Gellner (1992, 82) who pointed out that one of the basic tenets “of scientific method, of 
the cognitive procedure discovered in the course of the Scientific Revolution and codified 
by the Enlightenment” is the refusal to allow any “privileged or a priori substantive
truths” and to grant equal status to “all facts and truths.” This, he argued “at one fell 
swoop, eliminates the sacred from the world” (Gellner 1992, 80). Indeed, at its very core, 
the Enlightenment was a direct challenge to the basic teachings and doctrines of the 
church. From that viewpoint, secularization in the modern sense of the term is the off
spring of the Enlightenment (Girvin 2000).

If rationality is to govern all human action and if science and the scientific method rather 
than revelation and divine authority are to guide the course of human development, it fol
lows that governments should also be organized according to these same principles. Put 
differently, politics needs no guidance from religion. (p. 483) Legal‐rational authority, to 
use Weber's terminology, is a natural outcome of the philosophy of the Enlightenment.

Indeed, the Enlightenment thinking found its way into the political sphere without delay 
and served as a source of inspiration for both the American Constitution and the French 
Revolution, although the two nations took very different paths with respect to the role of 
religion in government and in society at large. These two very dissimilar interpretations 
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of secularism have existed to date and are very much alive in the United States and 
France, respectively. From a historical perspective, the American Declaration of Indepen
dence and the Constitution sought to protect religion and religious freedoms of citizens. 
Experience had taught the Founding Fathers that governments could and would seriously 
curtail religious freedoms and attempt to suppress “unofficial” religions and denomina
tions. This threat against individual religious freedoms was very much in the minds of the 
authors of the American Constitution who took great pains to prevent such an undesir
able outcome. In de Tocqueville's eloquent words, it is one of the fundamental principles 
of the “Republic” that “every man is allowed freely to take that road which he thinks will 
lead him to heaven” (de Tocqueville 1945, 436). Therefore, Article 1 of the Bill of Rights 
of the Constitution of the United States stipulates that “Congress shall make no law re
specting an establishment of religion, or prohibiting the exercise thereof.” It is entirely 
consistent with this tradition that the United States Department of State regularly pub
lishes reports on religious freedom in the World, focusing on the regulation and restric
tion of religious faith and practices by governments. From this perspective, how religions 
may restrict the state and the political sphere is not an issue that deserves much atten
tion. Hence, the wide use of religion and religious symbols in government is viewed as 
compatible with this brand of secularism. American secularism, it seems, can coexist with 
assigning religion—Christian religion, to be specific—a highly visible standing in the polit
ical arena. Religion is an important ingredient of the political debate in that country. In 
contrast, the United States Supreme Court has upheld secular principles on several occa
sions handing down decisions which, to some, appeared as outright anti‐religious. Thus, 
in this particular brand of secularism, even brief morning prayers are not allowed in pub
lic schools but government buildings can openly display religious symbols and the Bible is 
permitted, even required, to be an indispensable paraphernalia of the court system.

In contrast, French secularism, or laicité, placed paramount importance on keeping reli
gion at a comfortable distance from government. The French Revolution was not very 
sympathetic to religion, to say the least. The so‐called Jacobins took an openly hostile 
view of religion and aspired to abolish the Catholic Church. Jacobin rule was brief but the 
understanding that the state needs to be protected from religion just as much as the citi
zens' religious freedoms have to be protected from state interference has prevailed. The 
French Constitution declares the secular characteristic of the Republic and France most 
strongly opposed the proposal to include a reference to God in the proposed (and subse
quently rejected) European Union Constitution. It is noteworthy that the rise of Islamic 
fundamentalism in Europe prompted certain western European governments led by 
France to resort to this notion of secularism in banning all religious symbols from public 
schools.

(p. 484)

More than two centuries after the American and the French Revolutions, the question of 
how much religion is to be allowed in governmental affairs is still not resolved even in 
secular countries. Both ideologically and in practice, Europe can be said to be the most 
secular region in the world. Nevertheless, at the beginning of the twenty‐first century, 
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France and Turkey are the only two among the EU member or candidate countries that 
include an explicit reference to secularism in their constitutions and make it a defining 
characteristic of the state.

By and large, Europeans have freedom from religion if they so choose. Yet, the separation 
of state and church is hardly an undisputed fact even in Europe. Although it has no practi
cal significance, the monarch of the United Kingdom is still the head of the Anglican 
Church. The influence of the Catholic Church in the political life and laws of such coun
tries as Poland, Ireland, and Malta is apparent. The Orthodox Church is extremely visible 
in the public and the political sphere in Greece. As noted above, whether the draft consti
tution of the European Union would make a reference to the “Christian heritage of Eu
rope” was a matter for serious debate. As a compromise, the draft did not include a refer
ence to the Christian heritage but did mention the “religious heritage.” Can a secular 
constitution refer to religion, any religion, in any context? The strictly secularist answer 
to this question is an emphatic no. Nevertheless, Ireland stands at the other extreme. The 
Preamble of the Constitution of Ireland starts like a hardcore religious text with refer
ences to the Holy Trinity and Jesus Christ.1 Greece is another case “where more tradition
al church‐state norms are maintained” (Girvin 2000, 21), as well as other examples.2

Thus, even in “secular” and “secularizing” Europe, states can have official religions and 
constitutions can read like Vatican edicts.

We are all aware that religion has some impact on political and voting behavior in all soci
eties and we know that the magnitude of the effect is highly variable. One existing frame
work for explaining this variability is secularization theory. We now briefly consider the 
basic claims and predictions of the secularization theory with a view to their relevance for 
the relationship between religion and voting.

1 Secularization Theory
“Secular” is a rather ambiguous term referring to more than one concept.3 Secularization 
can refer to a characteristic of the government. One can also talk about a (p. 485) “secular 
society” where the role of religious institutions on non‐religious spheres (e.g. economic 
and social matters, international relations, etc.) has been minimized. Adopting this view
point, Berger defines secularization as “the process by which sectors of society and cul
ture are removed from the domination of religious institutions and symbols” (Berger 
1973, 113). In agreement, Chaves (1994) argues that it is more productive to define secu
larization not in terms of a religious decline, but rather “as the declining scope of reli
gious authority.”

In addition to “secular governments” and “secular societies,” there are “secular individu
als.” At the micro‐level, too, the term has a range of meanings extending from the person 
for whom religion is a private matter of faith that does not interfere with his/her behavior 
pertaining to non‐religious matters4 all the way to the person who has no place for reli
gion in any sphere, that is, the agnostic or the atheist. Therefore, it is necessary to avoid 
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using secular and non‐secular as mutually exclusive categories with no overlap but rather 
to view secularization as an ongoing process.

Secularization theory asserts that modernization, a process that is inseparable from ratio
nal thinking, will decrease the need for and the significance of religion both at the macro‐ 
and the micro‐levels. The passage from the traditional to modern society (which the early 
modernists saw as inevitable) is not good news for organized religion or any faith looking 
for an authority beyond the physical world. The move from “traditional” to “modern” in
volves related changes in various spheres. Most significant is the transition from an 
agrarian to an industrial (and later on post‐industrial) mode of production; increasing lev
els of economic welfare for all citizens; high levels of specialization; greater mass partici
pation particularly in political life; drastically lower fertility rates; and, perhaps most im
portantly for our concerns here, the ever‐increasing emphasis on secular mass education. 
Mandatory education with curricula based on human rationality and the scientific method 
directly challenges the teachings of traditional religion. Secularization theorists have ar
gued that all of these developments would minimize the role of religion in modern society 
where, to the extent that it existed at all, it would be a private affair of the individual, pro
viding certain rules of moral conduct. The effect of religion on social and political spheres 
would be minimal.

Many of the founding scholars of sociology were advocates of secularization theory in one 
form or another. “The seminal social thinkers of the nineteenth century—August Comte, 
Herbert Spencer, Emile Durkheim, Max Weber, Karl Marx, and Sigmund Freud—all be
lieved that religion would fade in importance and cease to be significant with the advent 
of industrial society” (Norris and Inglehart 2004, 3). From Marx's well‐known definition of 
religion “as the opium of the masses,” that is, as an instrument the ruling classes use to 
pacify the oppressed, to Durkheim's more favorable approach,5 the common thread of 
thought is that (p. 486) religion and religious explanations are basically non‐scientific and 
that religion is a human construct. In a society where the young are socialized in secular 
schools for long years and where the traditional culture is no longer supported by the 
new structures, there would be little need for superstitions and metaphysical explana
tions. Whether it was going to be Comte's positivistic stage, or Marx's classless society, or 
Weber's legal‐rational authority that would characterize the future of advanced societies, 
the role of religion would necessarily be much more limited and confined.

Variants of secularization theory have been popular in mainstream modern sociology as 
well until very recently. Gorski (2003, 111) notes that except for Parsons “postwar sociolo
gists of religion all agreed that the public influence of religion was shrinking, and many 
thought that private belief itself was bound to decline or even disappear.” This basic un
derstanding of secularization at the macro‐level is shared even by those who have de
clared that “it is high time to bury most of the commonly shared assumptions of a steadily 
declining religion at the graveyard of failed theories” (Stark and Finke 2000).

However, secularization theories have recently been the object of bitter criticism. Some 
went so far as to suggest that “secularization should be erased from the sociological dic
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tionary” in an article aptly entitled “Towards Elimination of the Concept of Seculariza
tion” (Martin 1969). Secularization theories have even been accused of being used “to le
gitimate myths about the decline in moral standards in contemporary life. By doing so 
they tend to become divorced from their original coordinates of space and time, and 
hence appear to justify notions for which they had little or no relevance at the outset.” 
Thus, the concept has “attained a mythological significance in the study of society similar 
to that of scientific myths in the natural sciences” (Glasner 1977, 9).

Although most secularization theorists agree on the differentiation at the macro‐level be
tween religion and secular society, there is much disagreement on the extent and the con
sequences of this differentiation.

One line of argument assumes that popular religious involvement has decreased over 
time. A common measure of this decline in religiosity is the decrease in church atten
dance rates particularly manifest in western Europe, where there is strong evidence of a 
continued trend toward less religion (see, for example, Casanova 1994; Dogan 1996). To 
quote Gorski (2003, 110) “The trends are quite clear: In most parts of the West, Christian 
belief and practice have declined significantly, at least since Word War II, and probably 
for much longer.” Broughton and ten Napel (2000b, 2) concur: “The overwhelming evi
dence [in Europe] of the last thirty years is that fewer and fewer are attending church, 
that respect for Church traditions and norms has declined rapidly and that even amongst 
the remaining ‘faithful’, the motivations for and justifications of ‘religious behavior’ are 
often mixed and blurred.” A conspicuous exception to secularization theories that is still 
awaiting a plausible explanation is the United States, where church attendance levels are 
not only much higher than most of Europe but also have somewhat increased over time 

(Stark and Finke 2000).

(p. 487)

Another line of argumentation is that the differentiation between religion and the secular 
society leads to the privatization of the former. It is assumed that as religious and secular 
institutions become differentiated, religion remains significant to personal and private 
matters (Turner 1991). Thus, religion is assigned basically to the home—family life, love, 
intimacy—and becomes a matter of individual and private taste. Secularization, thus un
derstood, does not call for a decline in individual religiosity and will not concern itself 
with public and political matters.

Researchers have recently questioned the privatization of religion thesis. Critics argue 
that examples such as the obvious political significance of North American Protestant fun
damentalism, the popularity enjoyed by Evangelical Christianity particularly in the United 
States, the strong impact of Catholicism on the Sandinista revolution in Latin America, or 
the strong Catholic basis of the Solidarity movement in Poland demonstrate that contem
porary religion refuses to accept the marginal role given to it by secularization theories. 
The recent rise of political Islamism, the new or the renewed interest in Eastern as well 
as unconventional religions, the immense prestige and recognition recently enjoyed by 
the Vatican, are all assumed to further demonstrate that, in fact, contemporary religion 
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has de‐privatized and has become increasingly relevant for the political sphere. These 
and similar developments have shaken the conviction in the validity of secularization the
ories. The assumption that macro‐level differentiation of the religious and the political 
spheres must necessarily lead to the privatization of religion is no longer tenable (Casano
va 1994).

In addition, there is no denying that, apart from directly influencing policy decisions and 
laws, religion is a major force in determining election outcomes as well. The American 
and the Iranian presidential elections of 2004 and 2005, respectively, are only two most 
recent and well‐known examples.

Thus, today, the main prediction of the secularization theory faces serious challenge. 
Berger, once a forceful defender of secularization theory, previously wrote that “the same 
secularizing forces have now become worldwide in the course of westernization and mod
ernization. Most of the available data, to be sure, pertain to the social‐structural manifes
tations of secularization rather than to the secularization of consciousness, but we have 
enough data to indicate the massive presence of the latter in the contemporary West” 

(Berger 1969, 108). What happened to the “universal process” and the “massive evi
dence?” Berger (1999) now believes that the basic prediction of secularization theory has 
simply proven to be false.6 He is seemingly overwhelmed by a “resurgence of religion” 
and now argues that secularization is certainly not the rule but rather the exception. He 
further states that “religious movements and institutions that have made great efforts to 
conform to a perceived modernity are almost everywhere on the decline” (Berger 1999, 6)
and relates modernity to what he sees as an unmistakable rise in orthodox and fundamen
talist movements with reference to the human intolerance for uncertainty. Since moderni
ty “undermines all the old certainties” people eagerly accept anything that promises to 

(p. 488) remove this uncomfortable state and restore certainty. Now, this turns seculariza
tion theory upside down: modernization brings about uncertainty which in turn creates a 
demand for orthodox religions since these leave no room for doubt or uncertainty. In oth
er words, modernization increases fundamentalism, conservatism, and orthodoxy! A 
rather paradoxical and ironic outcome indeed.

Whether the contemporary world is secularizing or desecularizing is a hotly debated is
sue. Published in the same year as The Desecularization of the World (Berger 1999), Hal
man and Riis's (1999) study is entitled Religion in Secularizing Society as if to emphasize 
the scholarly disagreement on the matter. Norris and Inglehart (2004) also take issue 
with the desecularization thesis and find evidence that confirms at least a modified ver
sion of secularization theory. They analyze the European/World Values Survey and con
clude that the outlook for secularization theory is not as bleak as some argue. They show 
that with respect to both practice and faith, religiosity has been declining in advanced in
dustrial societies over the last half‐century. These societies have moved towards secular
ism. The United States is the major and well‐known exception to this otherwise pre
dictable trend. However, Norris and Inglehart add that the move towards more secular 
societies and more secular individuals in the most advanced industrial societies does not 
mean that religiosity is decreasing globally. Quite to the contrary, the number of tradition
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ally religious people is increasing in absolute terms. The explanation is simply related to 
differential fertility rates in the first and third worlds. At the core of Norris and 
Inglehart's revised theory is the empirical observation that secularism is strongly corre
lated with economic security and affluence. They “believe that the importance of religiosi
ty persists more strongly among vulnerable populations, especially those living in poorer 
nations, facing personal survival‐threatening risks” (Norris and Inglehart 2004, 4).

Norris and Inglehart present ample evidence to demonstrate their point. However, as a 
simple test, we look here at the correlations between the importance of God in one's life7

and the UNDP's 2002 Human Development Index as well as the individual components of 
this composite index (UNDP 2004). If modernization leads to secularization, then we 
should observe negative correlations between the importance of God in one's life and Hu
man Development indicators that are commonly used as measures of modernization. In
deed, data from sixty‐five countries ranging from the wealthiest and most developed to 
the poorest do yield significant negative correlations with the Human Development Index 
and with every one of its three components. The Pearson r coefficients between the im
portance of God scale and the Human Development Index, as well as its components, are: 

(p. 489) Interestingly, the correlations between the importance of God and the Human De
velopment Index as well as the Education Index are greater than the correlation between 
two components (i.e. between education index and life expectancy index) of the HDI. At 
least at the macro‐level, it is difficult to refute the prediction of the secularization theory. 
In addition, the negative correlation is strongest between importance of God and the Edu
cation Index component of the Human Development Index. Transmitting rational thinking 
and scientific method, which is the basic function of the modern school system, does have 
the effect the Enlightenment thinkers wished for and predicted, at least when aggregated 
data are analyzed.
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Table 25.1 Effects of micro‐ and macro‐level factors on church involve
ment and on views concerning the role of religious leaders in politics

Religious Involve
ment

Influence of Religion on 
Politics

Micro‐level 
factors

Age .01 .00

Gender .32 .07

Education −.02 . −.01

Having chil
dren

.04 .02

Life satisfac
tion

.04 .00

Macro‐level factors

Human well‐
being

−.03 −.01

Cultural diver
sity

.26 .16

Catholic tradi
tion

1.20 −.17.

Orthodox tra
dition

.83 −.24

Note: Unstandardized regression coefficients from two multi‐level hi
erarchical linear regressions. Coefficients significant at .001 level are 
marked by an asterisk.

Source: 1999–2000 EVS/WVS data for 39,200 respondents from 37 
countries.

*

* *

*

*

*

*

*

*
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A number of studies using different indicators of religiosity have confirmed these find
ings. Norris and Inglehart (2004, 59) note that “religious participation, values and beliefs 
remain widespread in poorer developing nations, but today they engage less than the ma
jority of the publics in the most affluent postindustrial societies.” The authors emphasize 
that both Pew Global Attitudes Survey and the Gallup International Millennium Survey 
validate these patterns. According to the former, in the forty‐four countries surveyed, “all 
wealthier nations except the United States place less importance on religion than in poor
er developing countries” (Norris and Inglehart 2004, 62).

2 “Supply‐Side” Theories
A relatively recent critique of secularization theories is referred to as “the supply side 
theories of religion” which challenge the claim that modernization necessarily leads to 
secularization.8 Supply‐side theories argue that the degree of religiosity in a society is de
termined by the nature of the “religious market” in that society. In places where a given 
religion or denomination enjoys a monopoly, lack of competition leads to complacency, re
sulting in lower church attendance and generally lower levels of religiosity. In direct anal
ogy to the market, competition should stimulate higher productivity and better perfor
mance which translate into more and better “customers” for the competing “products.” 
Thus, facing the threat of losing their congregations to the competition, churches work 
harder to spread their gospel and this results in increased levels of religiosity. To com
plete the free market analogy, state regulation of religion is presumed to be negatively 
correlated with religiosity. Religious involvement is assumed to increase as religious mar
kets offer more choice and are free of government intervention.

(p. 490)

Explaining levels of religiosity by the degree of competition may have some validity for 
the United States and may also help to explain some of the variance at the community 
level. Aggregated society‐level data may mask the diversity effects that are observable 
when the unit of analysis is the community (Hamberg and Pettersson 2002). Neverthe
less, supply‐side explanations fail the test in a number of places. For example, in many Is
lamic societies where this religion enjoys as perfect a monopoly as one can find, religiosi
ty—both belief and practice—are among the highest in the world. According to the World 
Values Surveys, four of the five nations with the highest proportions of persons defining 
themselves as religious are predominantly Muslim (and predominantly the same denomi
nation within Islam) and the sixth nation is overwhelmingly Catholic.9 Furthermore, there 
is considerable variation in the levels of religiosity among societies where one can mean
ingfully speak of a competitive religious market. For such societies, Jelen and Wilcox 
(2002, 318) “hypothesize that the market metaphor which underlies ‘supply side’ theories 
of religious adherence and participation is simply irrelevant when the possibility of reli
gious switching seems remote.”
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3 Religion in Politics
Scholars cannot agree on what determines the levels of religiosity in a given society or 
whether religious practice and belief are rising or declining in the contemporary world. 
However, there is agreement that the divorce between religion and politics—if there ever 
was one—has never been complete. Ronald Reagan once said that “religion and politics 
are necessarily related” (quoted in Wald 1987, 1). This is the case despite the Enlighten
ment, massive industrialization and post‐industrialization, the phenomenal spread of 
mass education, scientific advances, and unprecedented economic welfare and security in 
the West. Indeed, “one of the central points of tension since the Enlightenment has been 
between religion and politics” (Girvin 2000, 7). Therefore, the appropriate question in an
alyzing the association between religion and politics is not whether or not the relation
ship exists. It does. Instead, one should ask:

a. To what extent is religion still effective in shaping political institutions and 
processes at the macro‐level?
b. To what extent is individual political behavior affected by religion?

(p. 491)

c. Does the variance in the strength of the relationship at both macro‐ and micro‐lev
els conform to the predictions of the major theories that claim to explain this vari
ance?

In these questions, religion and religiosity are the independent variables. More specifically, one 
should look at the effects of belonging to a certain religion or denomination; the effects of the 
level of religiosity within a given religion or denomination; and the effects of the degree of reli
gious homogeneity within a given society.
A full treatment of all of these questions is beyond the scope of this chapter. Thus, we lim
it ourselves to one specific but important aspect of political behavior, voting, and offer 
some insights into the relationship between religion, religiosity, and electoral choice.

Studies of voting behavior and religion fit into two broad categories. The first category in
cludes studies that compare the electoral choices of voters belonging to different reli
gions or denominations. Second, there are attempts to correlate levels of religiosity—both 
belief and practice—with voting behavior. Studies that belong to the first category out
number those in the second group mostly due to the literature that emanates from the 
United States. Although the more common tendency is to assign socioeconomic and de
mographic factors the primary role in explaining electoral behavior, hardly any study of 
American voters has failed to observe the impact of religion on the choice of parties and 
candidates.

One of the relatively earlier studies10 of American voting behavior found that “No matter 
what demographic variable is controlled, the relationship between Catholic affiliation and 
party preference significantly remains. Not only that, but the religious affiliation (and the 
ethnic differences it represents) appears to be a stronger influence upon vote than any 
other single factor” (Berelson, Lazarsfeld, and McPhee 1954, 65). Many studies in widely 
differing locations have confirmed this finding. American Catholics, Jews, and Protestants 
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of differing churches have been analyzed repeatedly with respect to their voting 
behavior.11 It is now almost common knowledge that religion is important in American 
politics. In the elections of the last few decades, Catholics and Jews have been more likely 
to vote Democratic while certain Protestant denominations and particularly Evangelicals 
have been much more supportive of Republican candidates. The latter have played a ma
jor role in determining the outcome of the 2000 and 2004 presidential elections in the 
United States.12

The importance of religion as a determinant of voting is confirmed in comparative studies 
as well. In 1969, Rose and Unwin's (1969) study of sixteen Western nations concluded 
that religion was a more important factor than social class in explaining voting behavior. 
Ten years later, Lijphart (1979, 442) reached the same conclusion in a (p. 492) different set 
of western democracies noting that “Among the determinants of party choice, religion 
emerges as the victor, language as a strong runner up, and class a distant third.” Recent
ly, in a longitudinal study of eight western European countries covering the period 1970 
to 1997, Knutsen (2004, 99) concluded that “Despite the paucity of explicitly religious is
sues and the lack of religious themes in most campaigns, religious beliefs have proven to 
be a strong predictor of party choice in many western European democracies.”

These and many other similar studies that conclude that religion is an important predic
tor of vote have two things in common. First, their conclusions concern western democra
cies. This is understandable given that competitive free elections are a prerequisite for 
the subject matter of these studies. Furthermore, surveys on voting behavior are a rela
tively new phenomenon outside the western world. Second, the independent variable in 
these studies is religion (belonging or not belonging to particular faiths) and not religiosi
ty.

However, in analyzing the relationship between religion and politics, a second question is 
the level of an individual's commitment to a particular faith. There is a fundamental dif
ference between being a devout and deeply committed member of a faith and belonging 
to it nominally. Therefore, in the context of voting studies, the term religious cleavage 
should also consider the potential differences between the devoted and the secular.

There is evidence that the degree of religiosity may explain even more of the variance in 
electoral choice than religious denomination. Deeply dedicated Protestants and Catholics 
in a given society may make similar electoral choices which are different from the choices 
of the uncommitted members of their own church. As a case in point “In Germany, for ex
ample, the main religious divide appears to be between those who are better integrated 
into their church and those who are not, rather than on the basis of a purely denomina
tional division between Protestants and Catholics” (Broughton and ten Napel 2000c, 203).
Manza and Wright (2003, 306) point out that “A number of analysts have argued that a re
ligiously rooted set of cultural conflicts have emerged, with religious conservatives of all 
denominations lined up on one side and liberals and seculars on the other.” In contrast, 
there are at least two aspects of religious commitment: practice, very often operational
ized as attendance, and faith. In one of the earliest empirical studies on the topic, Lenski 
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(1963) distinguishes between religion (denomination), doctrinal orthodoxy, and devotion
alism and separately explores the effects of these dimensions on political, social, and eco
nomic life.

Most studies that analyze the religiosity dimension use church attendance as the indepen
dent variable (Knutsen 2004, 99). Jagodzinski and Dobbelaere (1995) use the term 
“church religiosity” to refer to this aspect of religiosity. Clearly, church attendance is not 
the ideal indicator of religious commitment and practice. While some religions, for exam
ple Catholicism, emphasize and require regular attendance at church services, this is not 
the case for others. Furthermore, going to church can, in many places, be interpreted as 
a social rather than a religious commitment. We need better measures of religiosity.

(p. 493)

The “Importance of God” scale is a good indicator of faith for the adherents of the three 
monotheistic religions, although it has debatable value outside the Christian, Islamic, and 
Jewish communities. Luckily, several international survey programs, such as the WVS, the 
ISSP, and the CSES, include multiple indicators of religious practice and faith as well as 
electoral choice (see chapter by Kittilson in this volume). With the availability of longitu
dinal and comparative data from these surveys, we are now in a much better position to 
tackle some important questions for a good number of societies. Among them:

a. Is the process of secularization moving along as predicted or have we entered an 
era of desecularization?
b. Is modernization or the structure of religious markets a better predictor of reli
giosity? Or could it be that both have validity under certain conditions?
c. How is religion related to voting behavior and party choice? Is denomination or de
gree of religiosity a better predictor of electoral behavior?

4 Secularization or Desecularization?
Of the various meanings of the term we mentioned above, we are here referring to secu
larization at the level of the individual. Thus, the establishment of a theocratic govern
ment in a given country does not mean that the individuals in that society as a whole be
come less or more secularized. Similarly, citizens of a highly secularized country can be
come progressively more religious. A case in point is the United States where court deci
sions consistently change political institutions in a secularist direction but the larger pop
ulation, by and large, moves in the opposite direction.

It is hard to disagree with Berger (1999) that we cannot, by any stretch of the imagina
tion, assume that we live in a secularized world. That is not the question, however. The 
question is whether or not we live in a secularizing world. Berger (1999, 12) predicts 
“with some assurance” that “There is no reason to think that the world of the twenty‐first 
century will be any less religious than the world today.” From this viewpoint, the world is 
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not secularizing and will not secularize in the twenty‐first century; if anything, the trend 
is in the opposite direction.

We believe a more balanced answer to the secularization‐desecularization question calls 
for a conditional answer: it depends on where you are looking. For instance, one would be 
hard put to deny the secularization process that has been occurring in Europe (particular
ly western Europe). The disagreement is whether, from a global perspective, this is an ex
ception or part of a wider trend. According to Eurobarometer data, church attendance 
has declined in nine out of ten western countries during the two decades between 1978 
and 1998 (Norris and Inglehart 2004, 72). The only seeming exception is Italy where the 
decline had started earlier and stabilized in the 1980–90s.

(p. 494)

Europe, by and large, has been secularizing and there is no reason to think that this trend 
will reverse in the decades to come. An equally well‐known fact is that in the United 
States, religion is as important as ever. That being the case, as a rule, religiosity (both 
practice and belief) in affluent societies is either decreasing or already low. Unfortunate
ly, we do not have systematic data for the developing world. We know that religion is 
much more important in these societies, but it is difficult to speak about general trends 
due to the lack of long‐term data. Globally, however, available evidence is largely in favor 
of theories that predict a negative correlation between religiosity on the one hand and 
economic and human development on the other.

5 Modernization or Diversity?
With societies as the unit of analysis, Norris and Inglehart conclude that the evidence is 
not supportive of supply‐side explanations. They find no significant relationships between 
religious diversity and religiosity. They write:

Contrary to the predictions of supply‐side theory, the correlations between reli
gious pluralism and religious behavior all prove insignificant in post‐industrial so
cieties … The results lend no support to the claim of a significant link between re
ligious pluralism and participation, and this is true irrespective of whether the 
comparison focuses on the frequency of attendance at services of worship or the 
frequency of prayer … the theory does indeed fit the American case, but the prob
lem is that it fails to work elsewhere. (Norris and Inglehart 2004, 100, emphasis 
original)

While Norris and Inglehart's global analyses fail to find any diversity effects, it is plausible to 
think that different religious traditions provide different contexts which might affect the rela
tionship between the structure of religious markets and levels of religious involvement. Even a 
casual observation, for instance, suggests that Christian and Muslim traditions might differ in 
this respect. As we have mentioned, predominantly Islamic societies, where there is hardly any 
diversity on the supply side and where “market” regulation by the political authority is at its 
highest, display extremely high levels of religious involvement as well.
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An analysis of thirty‐seven predominantly Christian societies13 suggests that moderniza
tion and cultural diversity may both be correlated with religiosity, the former negatively 
and the latter positively, as the respective theories would expect. The analysis, using Eu
ropean and World Values Survey data, is summarized in (p. 495)  Table 25.1, which reports 
the effects (regression coefficients)14 of individual‐level variables, human well‐being, cul
tural diversity, and denomination. Cultural diversity does seem to have a positive impact 
on religiosity or on attitudes toward the role of religion in politics. Important though it is, 
modernization may not be the sole universal cause for religious decline.
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Table 25.2 Change in religiosity indicators in 14 high human development Western societies, 1981–2000

Na
tion

Belong to 
no reli
gious de
nomina
tion (%)

Attend re
ligious ser
vice once a 
week (%)

Is a reli
gious per
son (%)

Believe in 
God (%)

Shared rel. 
belief very 
important 
for mar
riage (%)

Confi
dence in 
church (%)

Impor
tance of 
God 
‐mean, 10‐
pt scale.

198
1

199
9

198
1

199
9

198
1

199
9

198
1

199
9

198
1

199
9

198
1

199
9

198
1

199
9

BEL
GIU
M

16.2 36.5 30.3 17.5 81.5 67.4 86.7 70.9 28.1 18.3 65.1 40.1 5.94 5.19

CA
NA
DA

10.6 31.4 32.3 25.1 76.6 73.5 93.5 89.2 33.5 70.2 58.8 7.37 7.18

DE
NM
ARK

5.6 10.0 3.3 2.7 73.9 76.5 68.3 68.9 18.8 12.7 49.8 59.2 4.47 4.02

FRA
NC
E

26.3 42.5 12.0 7.6 55.6 46.6 68.0 61.5 19.3 13.0 56.2 45.7 4.72 4.40
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G.B
RI
TAI
N

9.3 16.6 13.8 14.4 59.2 41.6 82.6 71.8 21.2 13.7 48.6 34.4 5.69 4.92

GE
RM
ANY
Ža

8.9 23.4 21.8 13.6 69.5 55.8 81.9 67.8 19.9 14.9 47.4 39.5 5.68 5.04

ICE
LAN
D

1.3 4.3 2.4 3.2 68.5 73.9 81.3 84.4 18.6 10.1 74.5 64.5 6.45 6.24

IRE
LAN
D

1.3 9.3 82.4 56.9 66.1 74.0 97.1 95.5 39.9 26.3 78.2 52.2 8.03 7.41

ITA
LY

6.5 17.8 36.0 40.5 85.7 85.8 89.5 93.5 25.9 23.4 60.7 67.1 6.96 7.43

N. 
IRE
LAN
D

3.3 13.9 52.2 48.5 62.8 62.3 96.6 93.2 41.3 32.8 71.4 43.6 7.49 7.07
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TH
E 
NE
TH
ER
LAN
DS

36.5 55.2 26.9 13.9 70.4 61.8 72.2 59.6 25.1 11.3 41.1 28.6 5.35 4.93

SPA
IN

8.9 17.0 41.3 25.2 65.4 61.4 91.9 84.8 30.7 20.6 50.8 42.0 6.39 5.88

SW
EDE
N

6.9 24.2 5.7 3.8 34.2 38.9 60.4 53.4 17.9 12.8 39.1 45.4 4.08 4.10

USA 6.1 21.5 43.7 45.2 83.6 82.5 97.9 95.7 43.9 77.0 74.6 8.43 8.47

mea
n, 
Eu
rop
e + 
N. 
Ame
rica

10.6 23.1 28.9 22.8 68.1 64.4 83.4 77.9 27.4 17.5 59.3 49.7 6.22 5.88
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mea
n, 
Eu
rop
e

10.9 22.6 27.3 20.7 66.1 62.2 81.4 75.4 25.6 17.5 56.9 46.9 5.94 5.55

In 1981, West Germany.

Source: European Values Studies, www.europeanvalues.nl

a
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If it is true that modernization (security, affluence, education, etc.) decreases the impor
tance of religion, and if cultural/religious diversity effects are in the opposite direction as 

Table 25.1 suggests, we find ourselves in a rather paradoxical situation. Modernization 
means lower levels of religiosity. Modernization also means more diversity. But diversity 
has a positive impact on religiosity. Therefore, in a rather roundabout way, modernization 
can mean more and not less religion. Berger's reasoning about modernity being a factor 
that supports fundamentalism was mentioned above. Taking both arguments into consid
eration, can modernization indeed increase religiosity and fundamentalism? Clearly, more 
analyses, preferably with (p. 496) longitudinal data and in different institutional and struc
tural contexts, are needed to solve this puzzle.

6 Religion at the Ballot Box
Manza and Wright (2003, 299–300) distinguish four religious cleavages that can affect 
voting behavior.15 We have noted the need to differentiate between at least two different 
meanings of religious voting: (a) voting according to one's religion or religious denomina
tion; and (b) voting according to one's level of religious commitment. Most studies of reli
gion and voting behavior concentrate on the effects of the former on electoral choice. If 
secularization theory is accurate in its predictions, “religion voting” as well as “religiosity 
voting” should become less and less pronounced with modernization. The content matter 
of the doctrine as well as global/local political and social environments will no doubt af
fect the speed of this process. Short‐term fluctuations are also quite possible. Neverthe
less, the long‐term general trend should be in the predicted direction. As an example for 
the first effect, Catholic, Protestant, and Islamic societies, not to mention Hindu or Bud
dhist ones, are not expected to exhibit equal levels of secularization ceteris paribus. Gell
ner (1992, 6) is not alone in asking “Why should one particular religion [Islam] be so sec
ularization resistant?” and thinking that “in Islam, we see a pre‐industrial faith, a found
ed, doctrinal, world religion in the proper sense, which, at any rate for the time being, to
tally and effectively defies the secularization thesis” (Gellner 1992, 19, emphasis ours).

Islamic populations resist secularization and some of them move in the opposite direction 
for lengthy periods of time. But to argue that this is a “defiance of the secularization the
sis” would not do justice to the theory which does not claim that great amounts of ex
tremely ill‐distributed wealth will lead to secularization. Affluence and material security 
of the masses is only one aspect of modernization. It is the whole modernization syn
drome, not just one slightly observable symptom that should lead to secularization. Thus, 
Islam's problem is more likely to lie elsewhere, that is, its resistance to modernization 

(Huntington 1996). A few figures from the 2002 Arab Human Development Report 16

should lend enough support for this viewpoint. For instance, total factor productivity in 
the Arab world decreased between 1960 and 1990 while it increased rapidly in most oth
er parts of the world. The per capita output in twenty‐two Arab countries is half of what it 
is in Korea. In 1999, the total GDP in all Arab countries combined was less than that of 
Spain alone. At the present rate, decades will elapse before illiteracy is eradicated or edu
cation enrollments reach the level attained by developed countries in the mid‐1990s. 



The Effects of Religion and Religiosity on Voting Behavior

Page 21 of 29

Around (p. 497) 15 percent of the labor force is unemployed. Women hold 3.5 percent of 
parliamentary seats in Arab countries; and in a number of Arab countries women do not 
even have the legal right to vote or to run for office. One in every two Arab women is illit
erate. The Arab region has the lowest ICT (Information and Communication Technologies, 
e.g. internet connectivity) access rate compared to any other region in the world. The 
number of books translated in Spain each year is about the same as the number of books 
translated into Arabic in the last one thousand years.

Under these conditions, secularization theory would not predict a decline in the impor
tance of religion. Indeed, survey data indicate very high levels of religiosity in the Islamic 
world. In fact, comparison of Muslim and non‐Muslim populations in multi‐religion coun
tries shows that the former attaches much more importance to faith than the latter (Es
mer 2002a). It is no surprise, therefore, that when relatively free elections are held in the 
Islamic world—which itself is a rare phenomenon—Islamist groups make a very strong 
showing. Islam, and even radical Islam, is very much present at the election polls. The 
election of Mahmoud Ahmadinejad as the President of Iran in August 2005 and the elec
toral victory of Hamas in Palestine a few months later are two most recent cases in point. 
Even in Turkey, a country with a long tradition of secularism, religiosity plays an impor
tant role in determining the outcome at the ballot box (Esmer 2002b). Religiosity is a ma
jor factor influencing voting behavior throughout the Islamic world.

Such a sweeping conclusion would not be appropriate for the western world where there 
is much more variation with respect to the impact of religion and religiosity on electoral 
behavior. However, a look at the changes in various indicators of religiosity between 1981 
and 2000 in fourteen highly developed western societies shows that the overall trend is 
towards secularization, that is, a decline in the importance of religion in the lives of indi
viduals (Table 25.2). For instance, in 1981 the proportion of those not belonging to any re
ligious denomination in Belgium was 16.2 percent. The corresponding figure around the 
year 2000 was 36.5 percent, representing an increase of 125 percent. Indeed, the four
teen‐country means (unweighted) for every one of the seven indicators given in Table 
25.2 have changed in the expected direction. The proportion of those who do not belong 
to any religious denomination increases around 118 percent during these two decades. 
The importance of God (country means on a ten‐point scale) has decreased in eleven out 
of fourteen countries. It remained about the same in the United States (where it was and 
is still the highest in the developed world) and Sweden (where it was and still is very low) 
while increasing only in Italy. Of the fourteen societies included in Table 25.2, Ireland is 
of particular interest from the secularization theory point of view. Ireland ouperformed all 
other societies in the table in terms of change in the Human Development Index of Ire
land between 1975 and 2000 (UNDP 2005). Religiosity indicators for Ireland have also 
changed significantly in the direction of a more secular world‐view.

The general trend in the developed world, with notable exceptions such as the United 
States, is towards a more secular society and more secular individuals. This should de
crease the overall effect of religiosity on voting behavior. Extensive analyses of European 
survey data lead Jagodzinski and Dobbelaere (1995, 115) to the same (p. 498)  (p. 499) con
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clusion. “Politics and religion will become even more differentiated; church guidelines on 
political questions will no longer be accepted; they may even provoke a negative reaction. 
The crumbling of church integration may, in the long run, change voting patterns and the 
appeal of Christian parties.” Some years later, Halman and Pettersson's (2004, 336) 
analysis of European survey data similarly concludes that there is no “widespread prefer
ence for religion to be a potent actor in the political and public realm.”

Human Development Index −.648

Life Expectancy 2002 −.501

Education Index 2002 −.669

GDP 2002 −.581

Nevertheless, it would be a mistake to exaggerate the trend. Very sizeable proportions of 
devout individuals exist in even the most developed societies. Therefore, if any religiosity 
effects on voting behavior exist, they should still be observable in survey data in spite of 
the general trend in the opposite direction. Indeed, evidence shows that even in western 
Europe, religion and religiosity still have considerable impact on voting behavior. A re
view of politics and religion in twelve European countries confirms this conclusion. Even 
in the Netherlands, a highly secularized country by any measure, 40 percent of the popu
lation is of the opinion that “religion is a good guide in politics” (Broughton and ten Napel 
2000a).

We do not have the space here to comment on individual countries. Recent data for seven
teen European countries17 indicate that religiosity still significantly shapes electoral 
choice in most European countries. We examined the relationship between party prefer
ence and three religiosity measures: religiosity scale, frequency of church attendance, 
and frequency of prayer. By and large, the devout and the pious are more likely to vote 
for the political right and the Christian Democratic parties. In thirty of the thirty‐five com
parisons, there is a statistically significant relationship between the religiosity measure 
and partisanship. In five out of seventeen countries, there is no significant relationship 
between any of the three indicators of religiosity and political party preferences. All of 
these countries are Northern European: three Scandinavian countries (Denmark, Norway, 
and Sweden), Estonia, and the United Kingdom.

One would have to introduce a number of control variables before reaching any definitive 
conclusions, but it is very doubtful that many of those statistically significant relation
ships will disappear altogether when one controls for socioeconomic status and demo
graphic variables. Rather, it is reasonable to conclude that religiosity still has an effect on 
voting preferences in most of Europe—the most secularized region within the monotheis
tic world. There is also some evidence that religiosity increases the probability of elec



The Effects of Religion and Religiosity on Voting Behavior

Page 23 of 29

toral participation and that the higher the religiosity the more stable the individual's par
ty preference.

The strong impact of Judaism on politics and voting behavior is also evident in Israel 
where “the state was originally a nationalist state for the Jewish people, but there are 
growing demands for it to be a religious state as well. There are also demands … even to 
amend the Law of Return so as to give Orthodox rabbis the authority to determine whom 
the state of Israel recognizes as a Jew” (Stepan 2005, 20).

Outside of the monotheistic tradition, Japan with its lack of the concept of a life to come 
but with over half a century of free and competitive elections deserves some (p. 500) at
tention. Toyoda and Tanaka (2002, 280) write that “one cross‐national study … shows that 
the Japanese, compared with five other nations, had the most negative reaction to reli
gious parties.” However, even in Japan, it is hard to deny the existence of some relation
ship between religion, religiosity, and electoral choice. For example, according to most re
cent World Values Survey data, the following proportions of the supporters of major par
ties say they “draw comfort and strength from religion:”

Liberal Democratic Party (Jiminto): 47%

Democratic Party of Japan (Minshuto): 34.7%

Clean Government Party (Komeito): 87.2%

Communist Party (Kyosanto): 27.1%

These figures show that Komeito, the major explicitly religious party (Toyoda and Tanaka 2002), 
draws a disproportionate amount of support from pious voters. Furthermore, as expected, the 
constituency of the Communist Party is the least religious of all.
India, the land of not one but many Gods, also has had its share of conflicts between the 
secular and the religious segments of the population. Very much like Kemalist Turkey, In
dia initially was erected on secular‐nationalist foundations. Nevertheless, today the sup
porters of the secular Congress Party and the traditionalist Bharatiya Janata Party have 
differing views on religion.

7 Conclusions
We have tried to review the available evidence as well as the theoretical wisdom concern
ing the relationship between religion and voting behavior. We concentrated on this one 
aspect of political behavior without in any way implying that other forms of political par
ticipation were of less significance. Our basic conclusions can be summarized as follows.

Evidence does not suggest that the predictions of prominent Enlightenment thinkers 
about the decreasing importance of religion were completely wrong. To be sure, this is 
not a linear process without setbacks. Nevertheless, the negative correlation between 
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modernization (a process which, above all, emphasizes the scientific method and rational 
thinking) and religiosity is hard to ignore.

It follows that it would not be appropriate to send either the concept of secularization or 
the secularization theory to the “graveyard.”

Secularization theory, however, should be amended to take into account additional factors 
that affect the process. Among these, the belief system and organizational structure of a 
religious tradition and the diversity at the religious marketplace are particularly worthy 
of mention. For instance, predictions of secularization theory vis‐à‐vis Islam can be of spe
cial interest in view of the arguments that Islam is unique in showing strong resistance to 
change and modernization.

(p. 501)

Religious diversity seems to have a positive effect on religiosity especially in the United 
States, and perhaps in the Christian world as a whole, but it may not have much predic
tive use if the probability of or the opportunities for freely switching are remote.

A full explanation should also account for the social and the political context. It is possi
ble to observe a process of desecularization when religion is used to mobilize masses for 
political or ideological reasons such as when religion becomes a symbol for resistance 
against perceived oppression, exploitation, and the like.

Religious cleavages still have a significant impact on voter behavior in many parts of the 
globe. This observation is valid even in many European societies which have undergone a 
noticeable process of secularization. Neither “religion voting” nor “religious voting” has 
disappeared yet but, with the possible exception of East Asia, the region where the im
pact of religion on voting is minimal is Scandinavia. As a general rule, the more religious 
a person is, the more likely he/she is to vote for a conservative or a right‐of‐center party. 
This observation, however, is not without exceptions.

With respect to the availability of data, thanks to a number of international survey pro
grams that collect data from many societies at regular intervals, we are in a much better 
position to answer certain questions than we have ever been before. However, there is 
still a serious deficiency of longitudinal data for the non‐Christian world. From a method
ological perspective, multi‐level analyses which can simultaneously analyze individual‐, 
community‐, and society‐level data hold greater promise to widen and deepen our under
standing of the complex relationship between politics and religion.
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Notes:

(1) “In the Name of the Most Holy Trinity, from Whom is all authority and to Whom, as 
our final end, all actions both of men and States must be referred, We, the People of Eire, 
humbly acknowledging our divine obligations to our Divine Lord, Jesus Christ. … ” Pream
ble of the Constitution of the Republic of Ireland.

(2) The Constitution of Poland, to cite but one example, mentions “our culture rooted in 
the Christian heritage of the Nation.” However, it is noteworthy that the Polish Constitu
tion refers explicitly to those who believe in God and those “not sharing such faith” and 
guarantees equal rights to both.

(3) For a brief excursion into the origins of the term, see Berger 1969, 106 ff.

(4) This is referred to as the compartmentalization of the mind similar to structural differ
entiation at the societal level. See, for example, Dobbelaere (2002).

(5) While joining others in rejecting the supernatural character of religion and agreeing 
that it was a product of society, Durkheim nevertheless assigned a positive function to 
this “man‐made institution.” Religion, in Durkheim's view, enhances solidarity and is es
sential for the proper functioning of the social system.

(6) For arguments challenging the predictions of secularization theories, see: Casanova 
1994; Haynes 1998.

(7) This variable is taken from the World Values and European Values Surveys. It is a ten‐
point scale about the importance of God in respondent's life. Surveys were conducted 
roughly around the year 2000.

(8) As we pointed out above, the United States stands out as the most blatant exception 
to the contentions of secularization theories See, for example, Finke and Stark (1992; 
2003).

(9) Inglehart et. al. (2004, table F o34). These six countries are: Egypt (99% religious, 
94% Muslim); Bangladesh (97% religious, 83% Muslim); Nigeria (97% religious, 50% 
Muslim, 40% Christian); Iran (95% religious, 99% Muslim); Morocco (95% religious, 99% 
Muslim); Poland (94% religious, 95% Catholic).

(10) Stuart A. Rice, who published in the 1920s is generally credited with the first voting 
study of an academic nature.

(11) For earlier works, see, for example, Berelson, Lazarsfeld and McPhee (1954); Camp
bell, et al. (1960); Lenski (1963); Lipset and Rokkan (1967). Some examples of the more 
recent works are: Nie, Verba, and Petrocik (1976); Hertzke (1988); Miller and Shanks 
(1996); Layman (2001); Leege, et al. (2002).

(12) Extensive and very useful data on religion and religiosity in the United States are 
available at www.thearda.com
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(13) Argentina, Austria, Belarus, Belgium, Bulgaria, Canada, Chile, Croatia, Czech Repub
lic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, 
Latvia, Lithuania, Luxembourg, Malta, Mexico, the Netherlands, Philippines, Poland, Por
tugal, Romania, Russia, Slovakia, Slovenia, South Africa, Spain, Sweden, Ukraine, and 
United States.

(14) For readers who are not statistically oriented, regression coefficient denotes the unit 
of change in the dependent variable when the independent variable changes by one unit. 
For instance, reading from Table 25.1, one unit increase in “cultural diversity scale” is ex
pected to produce 0.26 units of increase in “religious involvement scale” while other inde
pendent variables are held constant. By the same token, one unit of increase in the level 
of education is expected to decrease religious involvement by 0.02 units. Multi‐level 
analysis estimates regression coefficients for different units of analysis simultaneously. 
Thus, it allows us to consider, for instance, individual, community and society level vari
ables in the same equation.

(15) The four cleavages that Manza and Wright (2003) identify are: “(a) church atten
dance; (b) doctrinal beliefs; (c) denominational groups; and (d) local/contextual aspects of 
congregational membership.”

(16) 2002 is the first year that the UNDP released a Human Development Report for the 
Arab Region.

(17) Data are available from http://ess.nsd.uib.no
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Abstract and Keywords

This article presents a survey that aims to draw together several central themes found in 
literature pertaining to race and political behaviour. It attempts to evaluate the broad 
trends in this volume of research, despite the interests of researchers being clustered 
around some major topics and approaches. The topics covered in this article are compara
tive politics, conflict, electoral engagement, the behavioural frameworks of enquiry and 
understanding, race, and political behaviour.
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standing, electoral engagement

DUBOIS wrote that “the problem of the twentieth century is the problem of the colour 
line.” However, it is a considerable leap from his sagacious observation to the concerns of 
students of political behavior. In fact research priorities of political science have been 
shaped as much by academic trends and reactive pursuits as any underlying claims about 
the centrality of race and colour in political representation and organization.

Political behavior has recently taken political inquiry in the direction of examining, empir
ically where possible, the underlying sources of political difference. A powerful condition
er of such difference is the idea that social identity is linked to, and largely driven by, 
racial or ethnic categories of political community or political collective interest. For exam
ple, a number of voting studies have demonstrated the impact of racial or ethnic back
ground on both party choice and issue preferences. This has been clouded by the need to 
isolate interaction effects between race and ethnicity on one hand, and the role of social 
class, income, education, geography, age, gender, and additional factors on the other. Po
litical behaviorialists have, in addition, had the responsibility to explain and quantify the 
significance of racial or ethnic prisms for thinking about and shaping the policy agenda. 
In tackling aspects of social exclusion, therefore, public policy specialists are frequently 
concerned with understanding why forms of disadvanatge and deprivation that are linked 
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to factors such as poverty or education are thought of as being racial in nature by the pol
icy, press, and electoral communities.

(p. 505)

This insight is potentially very significant since it can underpin large, generalized asser
tions about the process of racialization of political identity, sentiment, and behavior. This 
chapter considers this insight although, to be fair, it notes that political scientists and so
cial theorists often see far too much into associated generalizations about the role played 
by race in political behavior. Nevertheless, our discussion begins with the need to unpick 
a variety of claims about the nature of behavior that is both politically and racially related 
at one and the same time.

This chapter is necessarily selective in its approach and coverage. As a survey it cannot 
hope to be comprehensive and certain themes and debates are therefore given greater at
tention than others. The purpose is to draw together several central themes found in the 
literature, and to evaluate the broad trends in the volume of research. The interests of re
searchers, however, have tended to be patchy and clustered around several major topics 
and approaches.

1 Political Behavior and Electoral Engagement
Basic questions of electoral engagement cannot be overlooked in studying modern poli
tics and the involvement of ethnic minorities in elective politics requires close attention 
for two reasons. First, taking part in the electoral process, and exerting political leverage 
through the democratic decision‐making process is a useful marker for involvement in 
mainstream society. Consequently, different levels of mainstream electoral participation 
among different ethnic groups may be proxy indicators of wider integration patterns. If 
particular racial or ethnic groups shun participation in mainstream schooling, housing, 
and other areas, we can surmize that electoral involvement likely follows a similar pat
tern, according to this argument.

The evidence, interestingly, often follows this general path but there are a number of ex
ceptional cases. One, obvious example is the relative high levels of participation in main
stream electoral politics among urban Hispanic and African‐Americans in the US, while 
patterns of engagement in employment and housing markets have trailed behind (Tate 
1993; De La Garza and DeSipio 2004; Verba, Schlozman, and Brady 1995; Dawson 1994). 
This is most often linked to particular opportunity structures that are open (or sometimes 
pried apart) in party political institutions and local electoral law and its application via 
courts that are increasingly sensitized to claims of latent racial bias.

Second, the underlying reputation of liberal democracies—and increasingly among 
emerging democracies—can be at stake in assessing the breadth of involvement of all 
groups within society. Democratic processes and institutions can be harmed in the longer 
run, it is feared, if large pockets of the would‐be electorate (p. 506) remain aloof from par
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ticipative norms. This argument, to be sure, developed into something of a received wis
dom on the question of threatened black abstention in the 2004 US presidential race. It 
was echoed in a number of local electoral contests in the US where concerns about racial 
disenfrancisement were publicly aired.

Empirical research on electoral regustration and turnout in a number of western democ
racies indicates a lower level of involvement and engagement among immigrant‐descend
ed ethnic minorities in comparison with whites. This implies that fairly serious mobiliza
tion problems exist and it is important to assess whether these are circumstantial and 
linked to social background, or not. In the meantime, these data confirm many existing 
suspicions that some serious problems for democratic participation exist in western 
democracies.

In the British case, concerns often focus on simple South Asian‐black distinctions. Partici
pation deficits are found, to varying degrees, among most minority groups, whilst for Indi
ans talk of deficits is entirely misplaced. Ultimately, the real significance of these figures 
lies in their cumulative effect upon participation once registration (and legal eligibility) is 
taken into account. Electoral registration in Britain varies from one ethnic group to an
other, with Indians standing closest to the rate found among whites. Studies of ethnic mi
nority voting in the UK suggest that minority registration rates are lower than that found 
among whites ranging from 3 to 24 points. Among South Asian groups there is scant evi
dence of any ethnic group falling appreciably below the 9 in 10 prevailing level. South 
Asian Indians lead the minority cohort with registration rates that match those of whites. 
Similar figures have been found in earlier local‐level studies suggesting that these rates 
are credible. Black Africans are dramatically lower than most ethnic minorities, while 
black Caribbean registration rivals the very high rates seen among whites and Asian Indi
ans. It would appear that earlier, pre‐election claims about significant levels of black 
Caribbean under‐registration were very wide of the mark.

Elsewhere in European countries of mass immigration, gathering relaible data on elec
toral inclusion has been difficult. Research data that does exist generally points to lower 
level of engagement, arguably driven by circumstantial and socioeconomic factors as 
much as anything. Minority or immigrant group interest in and commitment to civic par
ticipation and culture can sometimes point to higher levels of engagement relative to the 
indigenous population group but systematic evidence on this front has been scant (Fen
nema and Tillie 2001).

The paltry turnout figures found among black Caribbeans in Britain are not reflected in 
their registration rate, which ranks extremely close to the “highly registered” Indians and 
whites. The conclusion appears to be that black Caribbean participation patterns exhibit 
deficiency at some point after registration. Electoral mobilization thus centers on why this 
group has such large numbers of abstainers from among those who hold registered valid 
votes. In the case of their black African counterparts, genuine deficits are apparent in 
both realms, suggesting that mobilization problems are rather more general and endur
ing as opposed to focused and specific. Finally, among Pakistanis and Bangladeshis it ap
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pears that mobilization problems do exist and are similarly two‐pronged in character (see 

Table 26.1).

(p. 507)
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Table 26.1 Turnout by ethnic group, 1997 (%)

White Indian Pakist Bang Bl‐Af Bl‐Car Misc

Did you manage to vote in the General Election

Yes 78.7 82.4 75.6 73.9 64.4 68.7 65.1

No 21.2 17.6 24.4 26.1 35.6 30.6 34.9

Don't know 0.0 0.0 0.0 0.0 0.0 0.7 0.0

Total N 2,601 227 123 46 101 147 83  
[3,328]

Total % 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Source: BES 1997, merged file.
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The image of high‐involvement Asian Indians in Britain is reflected in their turnout rate 
that exceeds whites by a far from negligible margin. The remainder of the picture is 
equally familiar. First, there is little to distinguish between the Pakistani and Bangladeshi 
turnout rates: both were reasonably high and not significantly out of line with that of 
whites. Second, a rather different story is told among both black Africans and black 
Caribbeans. In both cases, turnout rates dipped far below those of all other ethnic groups 
suggesting, at the minimum, the existence of a serious mobilization problem.

These low rates certainly resemble some earlier studies, and it is worth recalling that this 
sense of looming black political alienation in Britain and America underpinned a number 
of debates about minority politics. Such debates expressed concern about black absten
tion on the basis of polling data that showed an even lower possible black turnout. It is 
hard to deny that a serious issue for democratic participation is bound up in these fig
ures. If the factors driving significantly lower black turnout rates are other than circum
stantial—that is because of geography (lower turnout associated with inner urban con
stituencies) or social class (generally higher among middle‐class than working‐class 
groups)—then it is likely that some fairly specific racial considerations are at play. Such 
considerations might reasonably include black political alienation that is based on racial 
exclusion and distancing from mainstream society.

Systematic patterns of discrimination, bound up with repetitive tendencies towards re
pressive or oppositional self‐identity, cannot be ruled out as powerful processes linked 
with such racially defined indicators of political involvement. This is an important issue of 
democratic participation facing not just these communities but also democratic institu
tions such as political parties and elected government more generally.

In British politics, this argument on exclusion is regularly rehearsed by small yet astute 
black and minority pressure groups, with tacit backing from liberal commentators, public 
figures, and think‐tanks. Press reports of the 1997, 2001, and 2005 general elections all 
gave widespread coverage to this allegation, partly articulated by reformist‐minded politi
cians within mainstream parties and also by external (p. 508) pressure groups. The con
cern has undoubtedly been further underlined in a period with significant declines in 
propensity to register to vote and turn out, particularly among younger, urban based 
would‐be electors.

France's suburban riots and disorder in autumn 2005 drew fresh attention to the argu
ment that second‐ and third‐generation groups from North African decent are isolated 
and feel unbound by larger French republican norms about civil society and mainstream 
political mobilization. Moreover, if non‐participation cannot be accounted for in social 
class or circumstantial terms, one obvious worry is that democratic institutions such as 
political parties are at fault. At the very least, parties and politicians cannot make unfet
tered claims about the quality of the democratic system.

It is necessary to introduce some basic qualifications first. The most pressing need is to 
isolate the degree to which legal citizenship defines other rights, including voting rights. 
In the wake of large‐scale post‐war immigration, the United Kingdom tended to recognize 
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voting rights on more generous terms than in many countries across continental Europe 
and indeed elsewhere. Immigration from New Commonwealth sources to the UK was usu
ally associated with the enjoyment of full political rights by the immigrant newcomers at 
or shortly after the point of entry. This legacy has meant that examinations of the elec
toral participation of ethnic minority groups does not involve any prior assumptions as to 
whether these groups are likely to enjoy political rights or not. This is something of a 
vexed question in countries such as Germany and Italy but largely irrelevant in Britain.

There is a further variant in France where political rights exist and are assured among 
most ethnic minorities, and yet the nature of their political involvement and how it is de
scribed by the political parties is colorblind. The granting of voting rights to the children 
of children of earlier immigrants may not be at issue, but the treatment of such voting‐
based opportunities in electoral race is clearly the subject of great dispute. The anxiety 
over this mismatch is further intensified in the policy arena where uncertainty prevails in 
judging the degree to which racial or ethnic sensitization of public policy can follow from 
colorblind assessments about political behavior.

Poor registration rates amongst minorities are linked to voter disinterest and disillusion
ment across western democracies. Little can be done in the short run to tackle the root 
causes of such alienation, though pressure groups and other campaigners will encourage 
abstainers onto the register. The work of Operation Black Vote (OBV), jointly established 
by Charter 88 and the 1990 Trust a year before the UK 1997 election, is one campaign 
that stands out. Its central message was to encourage minority voters to place them
selves on the register, equipping literally new voters with the basic tools for democratic 
involvement. Furthermore, OBV's cutting edge was sharpened by its genuinely non‐parti
san stance. The US Democratic Party's drive to recruit black and other minority groups to 
the point of electoral registration in 1992 is another illustration (Highton and Wolfinger 
1998).

It is unlikely that parties will overlook such efforts if they can be shown to raise registra
tion levels. The difficulty lies in assessing the relevance of this initially powerful argu
ment beyond the participation‐voter interest effects of single elections.

(p. 509)

Understanding turnout data needs to be added to the picture, to help us distinguish be
tween casual abstainers (citing ad hoc circumstantial factors disrupting an intention to 
vote), hardcore abstainers (showing no real interest in an election or its outcome) and se
rial abstainers (those who rarely, if ever, vote). Parties tend to focus on trying to engage 
those who are somewhat doubtful about going out to vote. Minority voters can pose very 
serious challenges in terms of large groups of abstainers thought to be highly unlikely to 
engage in the democratic process. Language difficulties can create further obstacles on 
top of this.



Race and Political Behavior

Page 8 of 17

Taken together, various studies indicate that some identifiable variations exist in the de
gree to which different ethnic groups are engaged in the democratic process (see for ex
ample Lien 1994, comparing Asian‐Americans with Mexican Americans as one typical 
study that has highlighted such variation). However, the magnitude of some of the inter
group differences is perhaps less than might be thought or predicted. Most minorities 
share a lot in common with most other minorities in their electoral involvement, contrast
ing only at the margin with their white counterparts. A few groups falls dramatically 
short of the underlying minority rate of engagement, though some occasionally remain 
above. Arguments emphasizing substantial underparticipation among minorities must 
take care to evaluate these variations accordingly.

2 Race, Conflict, and Political Behavior
Racial conflict and related policy issues have not occupied a major strand within academ
ic writing on political behavior. However, the existing research has focused on major—and 
more familiar—questions of political science and political philosophy such as democracy, 
representation, and power. An illustration of this conditional interest can be seen in 

Myrdal's 1944 study of race relations in the United States, An American Dilemma, which 
clearly sought to address itself to the application of democracy in the first democratic na
tion (Myrdal 1944). Indeed, the more one examines the literature in this field, the more 
one is struck by the extent of scholars' interest in the subject matter for broader purposes
(Saggar 1992a).

Notwithstanding the latent motives underscoring academic research in this field, it is im
portant to note that specifically political analyses of race and racism remain relatively 
sparse and underdeveloped compared with other disciplines of social enquiry. Chief 
amongst this larger and longer developed literature has been the contribution of sociolo
gy and, to a lesser degree, social psychology and social anthropology (see for example 

Park 1950; Cox 1948; Barth 1969; Hechter, Friedman, and Appelbaum 1982; Weinreich 
1986).

(p. 510)

A cursory glance at writing in this field reveals a preponderance of research on, inter alia, 
the electoral participation of racial and ethnic minorities, state immigration policy, public 
policy governing minority–majority relations, race and class, and autonomous black politi
cal thought and activity. Political behavior themes are spread across these areas of acade
mic inquiry. Empirical political scientists have concentrated on the former two areas, 
while the recent theoretical debates centers around the latter areas.

Many of the substantive studies of the race–politics nexus have concentrated on a num
ber of important questions about political behavior. These include, for example, the rela
tionship between racial groups and levels and forms of political participation, single‐issue 
interest group activity, and group mobilization towards areas of political protest and/or vi
olence. Starting from this perspective, one can see the different ways in which race 



Race and Political Behavior

Page 9 of 17

shapes not merely formal political processes but also a wide range of underlying social 
tensions including differential public service delivery and competition for scarce re
sources in urban political environments. Of course, much of this research asks to what ex
tent race plays either a determining or conditioning role. Or put another way, do black or 
other minority groups—and indeed other less or non‐racialized ethnic minority groups—in 
a society such as the United States differ from their white counterparts in terms of the 
level and type of public service consumption or political participation as a result of their 
racial background or because of other factors such as economic or educational status?

Of course, the most immediate rejoinder to this kind of question is to acknowledge that it 
is the degree to which race‐specific or related characteristics condition behavior that re
ally matters. Indeed, precisely because of very strong patterns of conditioning—as seen in 
the US Democratic Party's domination of the black vote—it is easy to miss the vital influ
ence of other factors. Multivariate analysis has been particularly useful in casting light on 
these kinds of influence. Race, as many US electoral observers have commented, un
doubtedly trumps social class in the voting patterns of the black electorate, but this does 
not deny the impact and significance of class‐based political outlooks and behavior. Previ
ous research on this broad question finds that while a correlation between race and politi
cal behaviour exists in many western democracies, the task of demonstrating causal ex
planation has proved more difficult.

The significance of race as a concept frequently stems from its potential as an exclusion
ary variable. Thus, its capacity to focus shared values and backgrounds cannot be under
estimated, since, unlike other similar variables, it usually operates in an unambiguous, di
chotomous manner. Social class, ethnic group, regional origin, generational cohort and 
other familiar variables of political analysis differ from race in that they exhibit various 
degrees of internal overlap and conceptual imprecision. In contrast, the political impact 
of race, while regularly burdened by theoretical and empirical confusion linked to collec
tive ethnic group action, has been analysed in rather clearer and more tangible terms. To 
take the well‐documented example of residential segregation between black and white 
communities in the United States, researchers have encountered relatively few method
ological difficulties in assigning (p. 511) individual behaviour to forms of group cohesion 

(see Borjas 1998, in relation to segregation, housing choice and group dynamics for in
stance). The difficulty arises in accounting for political action based on such cohesion, 
particularly in the absence of external constraints fuelling racially specific shared inter
ests such as legally sanctioned force (as in South Africa since the early 1960s) or techni
cal obstacles to electoral participation (as in parts of the United States until the mid‐
1960s).

It is not sufficient to suppose that discrimination alone will result in collective political ac
tion on the basis of race, although there is plenty of scope for it do so. The processes be
hind such action, if it is to occur, are commonly more complex and involve a wide range of 
social interaction between, and political integration of, different racial groups (Verba and 
Nie 1972, 149–73; Saggar 2000).
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The voting behaviour of ethnic minority groups in advanced industrial states appears to 
confirm this point. Studlar (1983), Williams (1982), St Angelo and Puryear (1982) and 

Saggar (2000) all pointed to variance in black and others ethnic minority voting patterns 
in Britain and the United States. They show that black voters do not respond uniformly to 
their shared experiences as subjects of discrimination or exclusion. Equally important is 
the generally high level of similar voting patterns among ethnic minority groups. Using 
survey data from 1997 and 2001, Saggar (2003) described the “iron law” of black and 
South Asian voting in the UK whereby, for almost thirty years, four in five of all black and 
Asian votes that were cast went to the Labour Party. The importance of this is not to be 
understated since it showed the loyalty or stickiness of the party's support from one sec
tion of the electorate regardless of Labour's wider standing with the electorate at large.

Of course, racial differences are not only significant in terms of their impact on formal po
litical participation, but are also closely intertwined with the distribution of power. In
deed, in several polities that have been characterized by overt legal discrimination on 
racial grounds—such as South Africa during the Apartheid era and indeed the southern 
United States during the Jim Crow era—underlying power relations excluded certain 
groups from key social and economic resources. In doing so, the skewed picture of con
trol and influence below the level of formal participation served to reflect what was al
ready apparent at the level of mass party politics. Moreover, as Wilson reminds us, the 
power relationship between racial groups is invariably uneven: “Differential power is a 
marked feature of racial‐group interaction in complex societies; the greater the power 
discrepancy between subordinate and dominant racial groups, the greater the extent and 
scope of racial domination” (Wilson 1978, 18).

Why should domination necessarily extend beyond the political realm? The response to 
this question must point to sociological and historical understanding of power as a multi
faceted concept which goes further than the use of coercive force in the face of interest 
confrontation. Economic and cultural dependency, for example, are both key forms 
through which domination has occurred “and facilitated the emergence of still another, 
more sophisticated form of control: psychosocial dominance” (Baker 1983, 80). This his
torical process was exemplified by the former white‐dominated South African and South
ern Rhodesian cases, but it is important to (p. 512) note that, despite great emphasis 
placed on coercive and structural dominance, it has perhaps been the psychosocial that 
has had the most enduring consequences (Baker 1983, 81).

The counter‐forces of black African nationalism have been conspicuous by their diluted 
impact in both these societies compared with numerous other post‐colonial African states. 
Moreover, as many writers have commented, white hegemony in terms of cultural aware
ness and discussion of inter‐race power relations has transcended the nominal southern 
African divide, and is manifest in several diverse multi‐racial societies (Wilson 2001; 
Finkel 2002). For example, the adoption of European‐based parliamentary systems by a 
number of black African states following the struggles for independence has inevitably 
shaped political development in ways that have sometimes conflicted with local circum
stances. The relative inability of these states to reform their political infrastructures—be
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yond that associated with large‐scale political violence—is perhaps further testimony to 
the persisting dominance of European, Enlightenment‐based philosophical assumptions 
concerning representation, individual rights, and the reach of the state. Moreover, as 

Smith (1986, 223–5) notes, considerable problems of political instability have occurred in 
many black African states owing to their diverse plural compositions and structures; in a 
number of cases such as Nigeria, Sierra Leone, Uganda, Ethiopia, and Chad this mis
match has been closely linked to the colonial legacies of past European‐imposed constitu
tional‐legal settlements (Davidson 1983).

Elsewhere, a succession of civil rights leaders in the United States have observed, and 
constructed quasi‐political issues over, the lexicon of race in political debate. In the 1960s 
radical black leaders in the United States fashioned a new rejectionist philosophy of 
anger leading to positive mobilization of black communities. Their analysis centered on 
opposition to perceived white‐dominated cultural categories that had historically viewed 
black thought and contributions as marginal to mainstream society. In this context, they 
launched a campaign for black self‐awareness in which it was declared, “I am a man—I 
am somebody”, a cry echoed during the 1980s by the Reverend Jesse Jackson's call for 
the hyphenated term “African‐American” to displace “black” as the collective reference 
for the black minority he (then) sought to lead.

3 Behaviorial Frameworks of Enquiry and Un
derstanding
In common with the major trends in political science since the 1950s, specialist studies of 
race and politics have mainly followed institutional and behavioral frameworks of enquiry. 
That is to say, the rise of racially and ethnically plural societies—most notably in Euro
pean and North American countries—have had several (p. 513) important consequences 
for the operation of different political systems. These consequences, commonly impacting 
on areas such as party competition, labor migration and civil rights policies, have cap
tured the attention of researchers and have been at the forefront of research in this field 
(see for example Welch and Secret 1981; Layton‐Henry and Rich 1986; Welch and Studlar 
1985; Pinderhughes 1987; Ali and O'Cinneide 2002). Institutional and behavioral ap
proaches have dominated investigations of the race–politics nexus, and thus the literature 
does not present any new or particularly novel questions for the understanding of this 
topic.

This guiding framework includes several specific studies of the political impact of race. 
One such area is state immigration policy, which has resulted in a veritable trove of re
search on the western European experience in particular (Rogers 1985; Freeman 1979; 
Castles, Booth, and Wallace 1984; Brubaker 1992; Hollifield 1999; Hansen 2000). Various 
national governments sought to fill domestic labour shortages through foreign recruit
ment in the 1950s and 1960s, but this became an increasingly politicized dimension by 
the 1970s and 1980s. The popular‐cum‐electoral politicization of these policies came 
about not least because of the non‐European origin of much of the labour force involved 
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in this process, and the negative anti‐immigrant backlash it provoked in many receiving 
countries. A more recent aspect of this public concern is the claim that the public consen
sus underlying large welfare state programs can and has been undermined by growing 
ethnic heterogeneity (Goodhart 2004).

Several writers emphasize the economically related aspects of such immigration policies 
and their eventual reversal during the 1970s and 1980s. Writing on the former West Ger
man case, Katzenstein argued that the appearance of the immigration issue in domestic 
politics compelled “policy‐makers to confront the social consequences of decisions made 
largely for economic reasons” (Katzenstein 1987, 213). Elsewhere the electoral spoils of 
explicit anti‐immigrant platforms appeared most vividly in Britain (during the 1970s) 
France (beginning in the 1980s and peaking in the 2002 presidential run‐off), Denmark 
(where a far right, anti‐immigration party made up part of the governing coalition after 
2001), the Netherlands (where anti‐immigrant political sentiment reached a peak in 
2002), and Austria (whose national political landscape has been scarred by such senti
ment since the late 1990s). The National Front's run‐off against Chirac in the French 
presidential contest, the inclusion of a far right parties in the Austrian and Danish center–
right coalitions, and the anti‐immigrant zeal of the Berlusconi first and second adminis
tration in Italy, are all cases in point.

Researchers have extended their interest to the processes underlying and resulting from 
the politicization of immigration. There is growing interest, for example, in areas such as 
the political rights of immigrant workers (Layton‐Henry 1989), the experience of racism 
and racially exclusionary public policies (Castles, Booth, and Wallace 1984), and the anti‐
immigrant backlash of the right (Husbands 1989). However, this literature has emerged 
from within the conventional lines that have shaped the discipline and, in general, has not 
attempted to challenge or reach beyond them. Thus, political scientists and commenta
tors dispensed with the politics of race with comparative ease. Underlying conflicts and 
issues of power relations involving race have been largely neglected for the same reason 
that such broader critical (p. 514) approaches to political analysis were themselves over
looked and relegated to the fringes of the discipline for so long. For example, almost two 
decades ago, writers on British politics such as Dearlove and Saunders (1984) 
convincingly argued that preoccupations with narrow views of politics will preclude fuller 
understanding not only of British politics as a whole but also of key interlocking aspects 
of the broader picture (such as divisions of race, gender, and so on). The political analysis 
of race has usually taken as its frame of reference an unsatisfactorily narrow view of poli
tics, and thus has merely replicated the dominant scholastic frameworks of the discipline 
on a smaller scale.
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4 Comparative Politics, Race, and Political Be
havior
The bulk of research activity and insights discussed in this chapter have centered on po
litical behavior in a western industrial setting. Certainly the long‐running legacy of the 
racial scar on the US political landscape has driven the ongoing importance of and inter
est in racially and ethnically related theories of political engagement and mobilization. 
The arrival and settlement of significant numbers of immigrants and ethnic minorities in 
European post‐war societies has similarly fuelled academic pursuit of such theories.

The non‐western context contains a number of significant national cases as well as a rich 
research literature examining the impact and influence of race and ethnic categories on 
political engagement. The great interest in the South African case is not surprising. Gib
son and Gouws (2000) have noted the continuing importance of social identity in shaping 
citizen attitudes towards tolerance and intolerance in South African society. The solidari
ty of strong group identity, chiefly a legacy of the past, has emerged as a major obstacle 
to building a more inclusive national identity and political culture. The democratic setting 
for this challenge arguably makes it an even greater task.

The democratic setting of Indian politics makes for an even richer study of the role of 
racial and ethnic categories in political behavior. The most striking example is the succes
sive attempts to deliver political and economic emancipation for the country's disadvan
taged caste communities as well as some of its religious minorities. But again, in common 
with western examples, the recurring test is one of identifying the underlying causes of 
political behavior that are distinguishable from the poor social and economic conditions 
of these groups (see Pande 2003, for example, Varshey 2001). The dynamic of ethnic and 
religious conflict in Indian politics and society has added a further twist in attempting to 
specify how far racial or ethnic identity can be described as a causal driver of political be
havior rather than as a symptom of long‐standing divisions (Singh 2000).

(p. 515)

The multi‐ethnic and multi‐racial setting of Brazilian politics provides another major ex
ample for political research. In the recent era, the patterns of political mobilization that 
have interwoven social class and race in Brazil have been central to understanding politi
cal change. Fry (2000), Marx (1998), and Hanchard (1994) all dwelt on this aspects of 
racial politics in Brazil and emphasized political struggles based around blackness and 
constructed black political identity. Incorporating political rights, citizenship, and civic 
rights into the realm of political participation remains the core challenge of modern 
Brazilian politics. In this regard, the political engagement of discrete racial groups gives 
rise to patterns of political identity and socialization within this wider backdrop. The cen
tenary of the abolition of slavery in 1998 created a mixed response in Brazilian society 

(Winnant 1992). This included for example a major set of protests by those who com
plained about the “myth” of abolition. Substantive racial emancipation remains elusive 
according to this critique. Underpinning this kind of political grievance lay the reality of 
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settled racial disadvantage, a pattern that has tended to recreate over generations. The 
politics of settled racial grievance is a familar aspect of Brazilian society and politics. It is 
also familiar to observers of other societies that have sought to address deep binary divi
sions based around racial codes.

Non‐western frames of reference therefore add another dimension to the understanding 
of race and political behavior. The insight that arguably matters most is the need to ac
count for the interplay between race and ethnicity and a number of other forces of identi
ty. National self‐identify is one such example, particularly in countries that have attained 
modern, stable nationhood in the post‐war period. Racial politics is often been easier to 
identify than to account for as a result. Meanwhile, the politics of race and mass political 
behavior in countries such as France or Australia is awkward and generally marked by a 
reluctance to acknowledge the depth or permanence of racial categories. Reactions to 
mass, non‐white immigration tends to be the dominant explanatory framework. The 
racialized aspects of political behaviour are been difficult to deflect, but are equally hard 
to incorporate successfully into theories of political participation.
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Abstract and Keywords

This article looks at the economic models of voting and the most studied cases of econom
ic voting. It shows how the studies presented in the article were selected. The next sec
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DURING the 1980 US presidential election campaign that pitted incumbent President 
Jimmy Carter against challenger Ronald Reagan, Reagan asked American voters a 
peremptory question:

Next Tuesday all of you will go to the polls, will stand there in the polling place 
and make a decision. I think when you make that decision, it might be well if you 
would ask yourself, are you better off than you were four years ago? (US Presiden
tial Debate, Oct. 28, 1980)

President Reagan's quote provides an ideal starting point to introduce the fundamentals 
of economic voting. The basic idea behind economic voting is referred to as the reward–
punishment hypothesis. This hypothesis holds that when the economy is good, voters will 
reward the incumbent with their vote. Conversely, when the economy is bad, voters will 
punish the incumbent by casting their vote for the challenger. Given the poor condition of 
the US economy in the fall of 1980, Reagan wagered that voters would punish the Carter 
administration on Election Day.

While Reagan certainly wasn't the first to believe that voters might consider economics 
when casting their vote, he asked the question at a pivotal point in the study of economic 
voting. At the time, scholars such as V. O. Key and Anthony Downs had laid the founda
tions for the contemporary study of economic voting, but very few studies testing these 
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theories had been published. Thus, political scientists had only tentative answers to many 
fundamental questions as to the precise nature of economic voting.

(p. 519)

One of these questions concerns the direction of voters' gaze. Do voters assess the past 
economic performance of the government or do they look to the future? The idea that vot
ers review the performance of the incumbent government is referred to as retrospective 
voting. President Reagan's quote above provides us with a neat example of a retrospec
tive question, since the time reference is over the past four years. Retrospective econom
ic voting theory has its origins in V. O. Key (1966, 61) and his argument about the 
electorate's crucial “role of appraiser of past events, past performance, and past actions. 
It judges retrospectively.” Morris Fiorina (1981, 26) later applied Key's view, seeing “an 
electorate that treats elections…as referenda on the incumbent administration's handling 
of the economy.”

But, do voters only consider the past? Anthony Downs (1957, 39) suggested that voters 
look to the future: “When a man votes, he is helping to select the government which will 
govern him during the coming election period.…He makes his decision by comparing fu
ture performances he expects from the competing parties.” The theory that voters look to 
the future and vote according to economic expectations is called prospective economic 
voting. Questions surrounding the importance of retrospective versus prospective voting 
weave their way through many of our reviewed studies of economic voting.

A second question in the economic voting literature deals with the types of economic con
ditions voters consider. The conventional wisdom among politicians and the public is that 
voters vote according to their pocketbook. We see this in Reagan's quote, as he asks “are 
you” rather than “is the nation” better off now than four years ago.1 The theory of pocket
book voting says that when personal or household financial conditions have deteriorated, 
voters will punish the incumbent. If personal financial conditions have improved, voters 
will reward the incumbent. In the overwhelming majority of studies, researchers have 
found that instead of emphasizing personal finances, voters are much more likely to be 
considering the national economic situation when casting their vote. The theory that na
tional economic conditions matter to individual vote choice is called sociotropic voting.

To measure sociotropic retrospective and prospective evaluations, survey items of the fol
lowing general form are standard:

Retrospective question: “Looking back over the past year, would you say the na
tional economic situation has gotten worse, better, or stayed the same?”

Prospective question: “Looking ahead to the next year, do you think the national 
economic situation will be worse, better, or stay the same?”

By substituting the words “national economic situation” with the words “personal financial situa
tion” the questions will then tap into pocketbook voting. Surveys in democratic countries include 
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these and other political questions that enable researchers to determine the impact that the 
economy has on vote choice relative to other factors.

(p. 520) 1 Selection of Studies
The fundamental questions concerning economic voting have been studied and addressed 
in democracies around the globe. Today, the study of economic voting is in full flower with 
approximately 400 books and articles published on the subject. Obviously, not all of these 
works can be discussed, or even mentioned, here. However, for readers interested in eco
nomic voting in specific countries not reviewed here, we provide a list of recent studies in 
footnote two.2 And, as a further library aid, we refer readers to additional earlier reviews 
(Anderson 1995, ch. 3; Lewis‐Beck 1988, chs. 2 and 3; Lewis‐Beck and Paldam 2000; 
Lewis‐Beck and Stegmaier 2000; Monroe 1984; Nannestad and Paldam 1994; Norpoth 
1996).

Because these investigations have become so numerous, an organizing theme is doubly 
necessary. Our first step is to emphasize micro‐level, survey research, at the expense of 
the macro‐level, aggregate, time‐series research. Besides reducing the workload, the 
strategy has an academic logic. The initial studies were macro‐, examining economic 
growth, unemployment, inflation, and the like (Frey and Garbers 1972; Goodhart and 
Bhansali 1970; Kramer 1971; Rosa and Amson 1976). These pioneering efforts suggested 
that voters strongly responded to the economy. But these results forced the ecological in
ference question: do voters really think and act this way, or is the aggregate finding sim
ply spurious? The answer appeared to lie with investigation of individuals in election sur
veys.

Survey research of this sort has focused more on the US case than any other. Hence we 
start with it, moving to the next most‐studied cases, Britain and France. Next, multina
tional studies from different regions of the democratic world are explicated. After this re
view, conclusions are drawn about the workings of economics on democratic vote choice, 
and suggestions are made for future research.

In selecting studies to discuss, we stress first‐order elections, that is presidential or par
liamentary elections, deeming them more important than second‐order contests. With re
spect to theory, the ordering principle is the reward–punishment model of the economic 
vote. Accordingly, voters are held to vote for the incumbent in economic good times, and 
vote against the incumbent in economic bad times. There are minor variants on this no
tion of economic voting, but it is the classic reward–punishment scheme, and the likeli
hood of its existence, that gives the theory its interest and power. While our country stud
ies focus on the much‐studied established democracies, the power of the economic voting 
theory is further buttressed by studies of post‐socialist (p. 521) democracies (Anderson, 
Lewis‐Beck, and Stegmaier 2003; Colton 1996, 2000; Duch 2001; Hesli and Bashkirova 
2001; Mishler and Willerton 2003) and developing countries around the globe (Bratton et 
al. 2005; Canton and Jorrat 2002; Pacek and Radcliff 1995; Posner and Simon 2002; Rem
mer 1991; Youde 2005). Indeed, the economic voting paradigm has come to rival other 
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political behavior models—party identification, social cleavages, and issue voting. As we 
shall see below, it appears a worthy adversary.

2 The Most Studied Cases: The United States, 
Great Britain, and France

2.1 The United States

The retrospective economic voter hypothesis in the US was thoroughly pursued in 

Kiewiet's (1983) seminal analyses of the 1960–1980 American National Election Studies 
(ANES). In these, and subsequent ANES studies, two items have received special atten
tion. The first, a pocketbook item, concerns the individual's financial well‐being. The sec
ond, a sociotropic item, concerns the economic conditions of the entire nation. Kiewiet's 
(1983, 35) finding, that pocketbook voting is weak in presidential elections, whereas so
ciotropic voting is strong, has continued to characterize survey research from subsequent 
elections (Alvarez and Nagler 1995, 1998; Kinder, Adams, and Gronke 1989; Lanoue 
1994).

Results from the 2004 US presidential election suggest that sociotropic voting is alive and 
well. Bivariate analysis of the 2004 ANES shows that among those who thought the na
tional economy was “better,” about 87 percent said they voted for Bush. In contrast, 
among those who thought it was “worse,” only 20 percent voted for Bush. This 67‐per
centage point difference implies that the economic effect can be quite large. Of course, 
this is only a preliminary, bivariate result. What do recent multivariate studies show? It is 
helpful to consider the model generally estimated. Here is a stylized version of the stan
dard specification, across many studies.

Vote = economics + other issues + party identification + socioeconomic status

The investigations by Alvarez and Nagler (1995, 1998) on the 1992 and 1996 elections, 
respectively, conform to this general specification. They found powerful sociotropic ef
fects, while finding no pocketbook effects. For example, in 1996, voters who saw the na
tional economy as “better” were 38 percent more likely to vote for Clinton, when com
pared to those who saw it as “worse.” Morover, this economic effect was greater than 
that of any issue studied (Alvarez and Nagler 1998, 1360–2). In his examination of the 
2000 election, Norpoth (2004, 54) reports that the parameter (p. 522) estimate for the na
tional economy “is strong.” He further observes that, in that election, the economy 
ranked about the same in importance for voters as it had in 1992 and 1996 (Norpoth 
2004, 53).

An important argument is that these reported strong economic effects exaggerate the 
true impact of the economy, because they are based on perceptions, which contain ran
dom and systematic error (Kramer 1983). To test this possibility, Markus (1988, 1992)
measured the national economy objectively with election year Real Disposable Income 
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(RDI). By grafting that measure to each respondent in a pooled analysis of the 1956–88 
ANES surveys, he found significant and strong RDI effects, with a one‐percentage point 
increase expected to raise incumbent support 2.5 percent. Nadeau and Lewis‐Beck (2001, 
164) replicated this finding on an extended pool, 1956–96. Further, they showed that a 
subjective measure of the national economy, a national business index (NBI), exercised a 
still stronger effect. For each election year, NBI equals the percent who said the economy 
was “better” minus the percent who said it was “worse.” To illustrate, for 1996, “bet
ter”=54.5 percent, “worse”=26. 5 percent, so NBI=54.5−26.5=28. When NBI changes 
one standard deviation, the expected incumbent support changes 5.5 percent. (Nadeau 
and Lewis‐Beck 2001, 165). They also explored other aspects of economic voting that we 
have not yet touched on: the time dimension and the institutional context.

Thus far, the assumption has been that economic voting is entirely retrospective. Howev
er, there are some scholars who have argued that voting is equally prospective, perhaps 
more so (Clarke and Stewart 1994; MacKuen, Erikson, and Stimson 1992). Scattered evi
dence from different presidential election surveys suggests a prospective component ex
ists. Fiorina (1981, 139) found that expectations about which party would better handle 
economic problems helped account for the 1976 presidential vote. Studying the 1984 
election, Lewis‐Beck (1988, 121) uncovered significant prospective effects, as did Lanoue 
(1994) for 1988. Lockerbie (1992), looking at 1956–88 ANES surveys, decided that 
prospective effects exceed retrospective ones. Nadeau and Lewis‐Beck (2001, 172–5), in 
their pooled analysis above, examined the impact of an Economic Future Index (EFI), 
equal to the percentage who think business conditions over the next twelve months will 
be “good” minus the percentage who think they will be “bad.” Comparing coefficients, it 
has about the same impact as NBI.

In American presidential elections, then, it appears that economic voting can be prospec
tive as well as retrospective. Moreover, these two components appear weighted, depend
ing on whether or not the sitting president is running for re‐election. When he runs, the 
economic vote is mostly retrospective. This makes good sense. Voters know that he has 
been president, and tend to hold him responsible for his economic record. However, when 
the party candidate is not the president himself, they tend not to hold him responsible, 
since he was obviously not in the driver's seat (Nadeau and Lewis‐Beck 2001, 175). This 
was the case in 2000, when Al Gore, not Bill Clinton, was the candidate. Gore could not 
make much of the economic boom going into that contest, because he was not the incum
bent president. (Norpoth 2004 makes this point quite well.)

(p. 523)

What we see is that the strength of economic voting can vary with the institutional and 
political context. This is not surprising, once we consider that the classic reward‐punish
ment model rests psychologically on the attribution of responsibility. Whom do I praise or 
blame for economic performance? In US presidential elections, it is more likely to be the 
sitting president, contrasted to a mere candidate from the president's party. Rudolph and 
Grant (2002) do show, in a special 2000 election survey, that respondents who specifically 
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attributed economic responsibility to the president were much more likely to vote for Al 
Gore. However, in this contest, only 24.6 percent of the respondents were in that attribu
tion group (Rudolph and Grant 2002, 811). The other groups attributed economic respon
sibility to business leaders, Congress, or the Federal Reserve. As the authors note, “The 
failure of Al Gore to garner more support was not due to the status of the economy, but to 
his inability to make the case that it was the Clinton‐Gore administration that was respon
sible for the economy. Failure to do so meant that others received credit and Gore lost 
votes” (Rudolph and Grant 2002, 818).

As the above example reminds us, economic perceptions may be interactive, or heteroge
neous. That is, while the typical elector has an average response to the economy, indicat
ed by an additive regression coefficient, subgroups of electors may have a response dif
ferent from the average, as indicated by a non‐additive regression coefficient. The attri
bution group may not only affect the impact of sociotropic perceptions; it can also affect 
the relative importance of pocketbook versus sociotropic effects.3 Nevertheless, the main 
point should not be lost: in study after study, presidential election after presidential elec
tion, strong sociotropic economic effects have manifested themselves in the general vot
ing population. Further, of all issues facing the American electorate, economic ones are 
generally at the top of the list in terms of their impact on voter choice.

2.2 Great Britain

In Britain, scholars have the well‐executed national British Election Study (BES) to inves
tigate economic voting questions. The BES has been ongoing for over forty years, and its 
early investigators were attuned to the economic voting hypothesis. In the classic words 
of pioneers Butler and Stokes (1969, 392), “the electorate's response to the economy is 
one under which voters reward the Government for the conditions they welcome and pun
ish the Government for the conditions they dislike.” Their focus was especially on person
al economic expectations for the future. They found that Conservative Government sup
port “changed between the elections of 1959 and 1964 according to whether the individ
ual sees his economic well‐being as having improved or not…[in] a strong trend” (Butler 
and Stokes 1969, 403–4).

(p. 524)

Of the subsequent investigations of the BES, the most comprehensive for our purposes is 
that of Sanders (2003), who examines the effects of party identification and economic per
ceptions in five separate general elections between 1974 and 1997. (But see also Alt 
1979; Studlar, McAllister, and Ascui 1990.) Because of data availability, he limits himself 
to assessing the sociotropic retrospective variable, based on an item asking if national 
economic conditions have worsened or not over the last year. He finds, as expected, that 
“the governing party loses support among those voters who believe that economic condi
tions have worsened” (Sanders 2003, 261). For example, according to the 1974 logistic 
analysis, believing the economy has worsened doubled the odds of a vote for the Conserv
atives. Even restricting the samples to strong party identifiers, the sociotropic impact re
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mains clear, and shows no relative deterioration over time. Specifically, examining the 
Conservative vote, the ratio of the party identification effect to the economic perception 
effect varies from about 3:1 to 4:1 across the series, beginning at 3.85 (in 1974) and end
ing at 3.85 (in 1997).

A vigorous tradition in British voting studies explores the impact of regional differences 

(McAllister and Studlar 1992). In terms of economic voting, a telling example comes from 

Johnston et al. (2000). They examine the role of local context on national retrospective 
economic voting in the 1997 general election. They find that, when the voter's neighbor
hood is perceived as less well off, or has relatively high unemployment, any positive so
ciotropic evaluation of the national economy is much reduced. On the basis of their logis
tic regressions, they conclude that there is “strong evidence of spatial variations in eco
nomic voting in England and Wales at the 1997 general election” (Johnston et al. 2000, 
141).

Currently, the British Election Study (2001, 2005) seems especially vital. Clarke et al. 
(2004) recently published a thorough volume on the 2001 general election, Political 
Choice in Britain. This text, along with the venerable Political Change in Britain (Butler 
and Stokes 1969), nicely book‐end thirty‐five years of election survey research in Britain. 
Clarke et al. (2004, 83) note, as did their predecessors, that economics matters for British 
elections. The controversy rests with how, and how much.

Labour, as the ruling party, went into the 2001 election under economic blue skies. Unem
ployment and inflation rates were low, at just over 3 percent, and interest rates were 
falling. The perceptual data from the 2001 BES reflect these positive economic indica
tors: 70 percent saw the economic past as the “same or better,” and 68 percent saw the 
economic future as the “same or better” (Clarke et al. 2004, 84–5). Further, as an issue 
priority, economics ranked second after the National Health Service (Clarke et al. 2004, 
90). In attempting to explain vote choice for or against Labour, the authors posit the fol
lowing competing models: sociodemographic, party identification, issue‐proximity, eco
nomic voting, issue performance, and feelings about party leaders. In terms of fit, the 
economic voting model does better than all but the party identification and party leader 
models (Clarke et al. 2004, 104).

The authors blend these rival models into a composite model. The estimation, of Labour 
vs. opposition vote, correctly classifies 87.6 percent of the choices (Clarke et al. (p. 525)

2004, table 4.10). Interestingly, the pocketbook variables, both retrospective and prospec
tive, cease to be significant. The national economy variables, both retrospective and 
prospective, remain significant, and carry coefficients of almost equal magnitude. Given 
the rigorous controls, this much strengthens the case that British economic voters are 
prospective as well as retrospective. Further, the potency of the general judgments about 
the national economy supports an old notion from Butler and Stokes (1969, 391), who 
seemed to see such judgments as catch‐all expressions of economic particulars: “the dom
inant mode of popular response to economic goals seems to be one that approves at the 
same time of full employment, larger pay packets, stable prices, and…a strong currency 
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and balanced international payments.” In other words, the standard sociotropic items are 
well phrased, capturing the many rivulets of the complex modern economy.

In terms of vote probabilities, the effect of a perceptual shift in national economic condi
tions, prospective or retrospective, is almost as great as a shift to a Labour party identifi
cation (Clarke et al. 2004, 113). In addition, investigation of the influences on party 
leader images reveals indirect effects of economic perceptions. Overall, the Clarke et al. 
(2004, 123) conclusion seems incontestable: “reactions to the economy had substantial ef
fects on electoral choice in 2001.” Further, their careful work caps the more general 
point: economic issues figured prominently in shaping the British voter's decision.

2.3 France

The French example would seem to offer an especially good test of the economic voting 
idea, because of the uniqueness and complexity of its political system. It has many par
ties, a dual executive, and two rounds of balloting. One might easily imagine that, under 
such rules, the economic signal would be lost before reaching the ballot box. But such is 
not the case, as numerous studies have shown.

Election surveys have a long tradition in France, and explanations of declared voter pref
erence are vigorously pursued. (On recent elections, see Boy and Mayer 1993, 1997; 
Cautrès and Mayer 2004.) Alas, a full battery of economic perception questions has not 
been regularly posed. However, when they have been, the results merit attention. Fur
ther, these results can be supplemented by judicious use of the Euro‐barometer data, as 
seen below.

The first micro‐study of economics and the French voter examined economic perception 
items in the Eurobarometer, 1970–8 (Lewis‐Beck 1983). When these disparate 55 items 
are correlated with left–right vote intention, average r=.20 (Lewis‐Beck 1983, 350). In re
gression models predicting left–right legislative vote in 1973 and 1978, personal and col
lective economic items reach statistical significance, in the face of strong controls on ide
ology, class, religion, and region (Lewis‐Beck 1983, 356).

A follow‐up study fielded a full battery of economic items in certain of the 1983 and 1984 
Eurobarometers, France included. An idealized model of legislative vote (p. 526) intention 
(incumbent vs. opposition), with only economic perceptions as predictor variables, was 
initially postulated, yielding a respectable percentage of variance explained (Lewis‐Beck 
1988, 56). A fully specified single‐equation model, including class, religion, and ideology 
as controls, demonstrated statistically significant effects from national retrospective and 
prospective items (not to mention an item on economic anger). Interestingly, no retro
spective pocketbook effects were revealed (Lewis‐Beck 1988, 56, 82). A general finding—
significant retrospective sociotropic effects, but no retrospective pocketbook effects, has 
persisted across subsequent studies, to which we now turn.
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The first serious battery of economic questions was administered in the 1995 French Na
tional Election Studies (FNES). At the bivariate level, the economic voting hypothesis ap
peared promising in these 1995 data. For example, among those who saw a brighter eco
nomic future, 72 percent expressed a second‐round presidential preference for Chirac, in 
contrast to only 18 percent among those who saw a dark economic future. Analyzing eco
nomic effects on the first presidential ballot via a logistic regression, Lewis‐Beck (1997)
established there was an economic vote, more sociotropic than personal, and prospective 
as well as retrospective. He further showed that French economic voters were more so
phisticated than naive. First, economic perceptions tended to influence only votes for ma
jor party candidates. The French voter, rightly, did not attribute economic responsibility 
to lesser parties, such as the Ecologists, and so did not vote for them on those grounds. 
Second, voters did not vote against Jospin if they perceived a deteriorating economy, even 
though he was the candidate of Socialist president Mitterrand. Instead, they voted 
against the incumbent Prime Minister Balladur, whom they rightly perceived as in charge 
of the economy, under conditions of cohabitation (prime minister and president of differ
ent parties).

Lewis‐Beck and Nadeau (2000) generally pursue French economic voting in the face of 
systematically changing institutional conditions such as cohabitation, election type, and 
ballot order. The following is a widely agreed upon, baseline specification of the vote 
choice in French national elections:

Vote = class + religion + left−right ideology + economics

In their regression estimations, Lewis‐Beck and Nadeau modify this specification to incorporate 
cohabitation effects in conjunction with economic effects. Thus, focus is on coefficients for these 
independent variables: retrospective sociotropic evaluation, retrospective sociotropic evaluation 
times (×) cohabitation. The dependent variable is incumbent vote (prime minister party vs. not), 
and the data are a pool of eight Euro‐barometer surveys 1984–94. According to the results, un
der cohabitation, the impact of the economic vote is cut in half. French voters see the prime min
ister as primarily responsible for running the economy, and reward or punish him (or her) ac
cordingly. However, they also recognize that, failing unity with the president, economic power is 
inevitably diluted, so they punish less.

(p. 527)

Analysis of surveys from the 1988 and 1995 presidential elections, both occurring under 
cohabitation, exposes more economic voting dynamics (Lewis‐Beck and Nadeau 2000, 
177–80). First, economic voting is stronger in presidential elections than in legislative 
contests. Second, in presidential contests, perceived economic gains enhanced the vote 
for candidates from the prime minister's party coalition (not the president's), as voters 
held it economically responsible. Finally, economic voting in presidential contests is 
greater when, on the second ballot, one of the candidates is the prime minister. In that 
case, that candidate has an actual economic track record in office, and voters are more 
willing and able to attribute blame or praise.
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Repeated survey analyses of national elections in Fifth Republic France manifest strong 
and complex patterns of economic voting. It is largely sociotropic and more or less equal
ly retrospective or prospective, depending in part on the institutional context. The French 
voter is sophisticated, knowing whom and how much to blame. When government is uni
fied, the president is the lightning rod for economic discontent. However, under cohabita
tion, the burden shifts to the prime minister. Smaller parties are blamed less than large 
parties, legislative candidates are blamed less than presidential candidates, and presiden
tial candidates who are prime minister are blamed more than presidential candidates who 
are not prime minister. These dynamics illustrate how powerful the economic pulse can 
be in guiding the elector across complex political waters.

3 Comparing Democracies: Cross‐National 
Studies
Thus far, we have considered single‐country studies in established democracies. There 
are, however, a growing number of studies that examine multiple countries. The following 
aggregate‐level pooled analyses, on nation‐samples from different parts of the world, 
have all found important economic voting effects: Lewis‐Beck and Mitchell (1990), on the 
five major western European countries; Chappell and Veiga (2000), on thirteen western 
European nations; Pacek (1994) and Tucker (2001) on central European samples; Remmer 
(1991) on twelve Latin American countries; Pacek and Radcliff (1995) on eight low‐in
come nations; Wilkin, Haller, and Norporth (1997) on a worldwide sample of countries. 
While generally positive, the findings were not always so (Paldam 1991).

Further, the results are not always consistent across countries. Lewis‐Beck (1988) found 
that economic voting strength descended in this order: Britain, Spain, Germany, France, 
and Italy. He argued the main reason was “coalitional complexity” (Lewis‐Beck 1988, 
105). For example, for Britain the incumbent was one party, for (p. 528) Italy it was five. 
The more parties in the incumbent coalition, the more “diffusion of government responsi
bility” (Lewis‐Beck 1986, 341). In other words, when responsibility for managing the 
economy is less clear, it is harder for the voter to attach blame, and the economic vote is 
diluted.

The clarity of responsibility hypothesis has received fullest attention in the work of Powell 
and Whitten (1993), in their investigation of nineteen industrial democracies, 1969–88. 
They argue that if “the legislative rules, the political control of different institutions, and 
the lack of cohesion of the government all encourage more influence for the political op
position, voters will be less likely to punish the government for poor performance of the 
economy. Responsibility for that performance will simply be less clear” (Powell and Whit
ten 1993, 393). To assess the political context, they look at five indicators: voting cohe
sion of governing parties, formation of the committee system, opposition from the upper 
chamber, minority government, and coalition government. They find that, in countries 
where the assignment of government responsibility is made unclear, there are no signifi
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cant economic effects on the vote, in contrast to strongly significant economic effects 
where responsibility is clear.

Other pooled analyses on nations have demonstrated that the electoral impact of econom
ics depends on political or institutional context. First is the replication of the above re
sult, with forty new cases and clarity of responsibility measures refined (Whitten and 
Palmer 1999). Second, these works have begun to extend beyond western Europe. 
Roberts and Wibbels (1999) investigate sixteen Latin American nations across the 1980s 
and 1990s, reporting that the impact of economics depends on election type. Samuels 
(2004) looking at a mostly Latin American sample, finds the institutions of presidentialism 
affect the strength of the economic vote. Benton (2005), in a comparative analysis of thir
teen Latin American countries, discovers that when electoral laws are more restrictive, 
economic voting is heightened.

The foregoing studies suggest strongly that political institutions and context condition the 
economic vote. Nevertheless, since all these studies are aggregate, they can be no more 
than suggestive. To confirm these conditional effects, we need to explore comparative 
analyses of individual‐level electoral surveys. The first comparative survey examination of 
the economic vote was done by Lewis‐Beck (1986, 1988). He analyzed economic voting in 
Britain, France, Germany, Italy, and Spain, examining simple hypotheses on the differing 
findings from survey to survey; however, he never pooled them into one data set (Lewis‐
Beck 1988, ch. 7). There are some relevant fully pooled survey studies, and they are re
viewed below.

Anderson (2000) examines the impact of political context on economic voting, in a pool of 
thirteen European country surveys, from the 1994 Eurobarometer. The dependent vari
able of principal interest is incumbent vote (for any of the parties in the coalition) versus 
otherwise. The independent economic variables are retrospective pocketbook and retro
spective sociotropic, with controls on ideology, religiosity, and social class. Political con
text variables include Powell and Whitten's (1993) clarity of responsibility index, strength 
of the governing party, and number of available (p. 529) alternatives. He shows that so
ciotropic voting is consistently enhanced by political context, such as clarity of responsi
bility, governing party strength, and a small number of parties. He concludes that, “Taken 
together, these findings suggest that voters' ability to express discontent with economic 
performance is enhanced when accountability is simple. Voters' economic assessments 
have stronger effects on government support when it is clear who the target is, when the 
target is sizable, and when voters have only a limited number of viable alternatives to 
throw their support to” (Anderson 2000, 168).

Nadeau, Niemi, and Yoshinaka (2002) extend Anderson's analysis in space and time, look
ing at a pooled cross‐sectional time series of eight countries surveyed in the 1976–92 Eu
robarometers. They elaborate the clarity of responsibility measure, including the long‐
term cross‐national institutional components of Powell and Whitten (1993), as well as 
short‐term components that can vary within a country, such as number of parties in the 
ruling coalition and longevity of government. The dependent variable, in logistic regres
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sion analyses, is the dichotomy of vote for (or against) a party in government. Control 
variables are left–right self‐placement, and a socioeconomic status battery. The economic 
measure comes from the standard retrospective sociotropic item, aggregated into an in
dex assigned to each respondent, in a manner similar to that followed by Nadeau and 
Lewis‐Beck (2001) in their pooled analysis of the ANES.

They find here that economic voting is stronger where there is more clarity of responsibil
ity, which can vary within a country as well as across countries. In the high clarity coun
tries—Britain, France, Ireland, Germany—“economic evaluations are a moderately strong 
force on intended vote.…In the remaining countries [Denmark, the Netherlands, Belgium, 
Italy], economic evaluations…make a much smaller contribution” (Nadeau, Niemi, and 
Yoshinaka 2002, 414–15). However, “[e]ven in those countries where clarity of responsi
bility for governmental action tends, on average, to be low, voters will, under propitious 
conditions, credit or blame the government for the economic situation” (Nadeau, Niemi, 
and Yoshinaka 2002, 418–19). In other words, economic voting as a government sanction 
is always possible.

The above investigations have looked at political context. Hellwig (2001) looks at econom
ic context, tying the political economy literature on globalization to the economic voting 
question. Because of globalization, that is, international economic integration, govern
ments are less able to manage their national economics. Therefore, as electorates per
ceive this, we should expect to see less economic voting. He looks at a pool of nine nation
al surveys, from the Comparative Study of Electoral Systems data (1999). The dependent 
variable is vote intention for the incumbent (versus otherwise). The economic perception 
item is the standard sociotropic retrospective one, and there are controls on ideology and 
socioeconomic status. Globalization of a nation is operationalized with export and import 
dollars as a proportion of GDP. When this variable is assigned to each respondent and in
teracted with the sociotropic variable, one observes the expected result, i.e. there is a sig
nificant decrease in economic voting in the face of more open trade.

(p. 530) 4 Summary and Conclusions
According to Lewis‐Beck (1988, 162), “the generalization of the economic voting model 
across nations” was “ripe for challenge.” The review at hand roundly refutes that chal
lenge, showing the robustness of economic voting theory, regardless of national democra
tic setting. It is not important whether the democracy is much studied or little studied, re
silient or fragile, the economy reliably moves voters to hold their government account
able in national elections. When they see prosperity, they give support. When they see 
business conditions in decline, they withdraw support. This reward–punishment pattern 
can be counted on, election after election, country after country.

How strong are these effects on individual voters? There are different ways to answer. 
When sociotropic assessments change from “better” to “worse,” reported vote probability 
shifts are never trivial and are sometimes quite strong. Even when the probability shift is 
small, cumulatively it can generate a critical increase or decrease in the aggregate elec
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toral share for the incumbent. Economic opinion can be decisive, for it is short‐term and 
can seriously change, unlike more inertial forces. Compared to other issues, it regularly 
produces a stronger structural impact, as measured by its regression coefficients. Fur
ther, it is the rare election where economic matters are not at the top of the public's polit
ical agenda. This is not surprising given it is a valence issue (Stokes 1992). No one oppos
es prosperity. Its valence strength allows it to rival, even occasionally surpass, in impor
tance other factors, such as party identification or social cleavages.

How does economic voting work? The outline is simple enough. First, voters attribute to 
the incumbent responsibility for managing the economy. Second, they judge economic 
conditions. Third, they blame or praise accordingly with their vote. Slight variation in the 
process can occur at any of these decision points. Voters may define the political econom
ic incumbent differently, for example, prime minister, president, or legislature. They may 
have differing assessments of economic conditions, for example, some may see things as 
better, others worse. They may vary in the intensity of their blame; for example, workers 
might react more strongly to recession (Weatherford 1978). Such variations in the reason
ing chain, when systematically linked to identifiable psychological or sociological groups, 
expose heterogeneity in economic voting. Trust, individualism, sophistication, education, 
and gender have all been found, at least at certain times, to condition the economic vote.

Just as group membership can condition the economic vote, so can political context. It 
has enduring aspects, mostly from institutions, and malleable aspects, mostly from the 
game of politics. The essentially fixed, institutional features of a polity, often written in 
the constitution or standing legislation—term definitions, power divisions, electoral laws, 
ballot rules, election type—can alter the direction and weight of the economic vote. The 
fluctuating, short‐run concerns of politics—composition of the ruling coalition, opposition 
strength, multi‐party dynamics, (p. 531) government time in office—also impact the eco
nomic vote. Besides the political context, there is the economic context, of which global
ization is but one example. These contextual variables vary across nations and within na
tions, ever‐shaping the economic vote coefficient. In democracies, economic currents 
sway electors, forging new streams as context dictates, arriving at the ballot box as the 
river arrives at the sea.

When voters look at the economy, what aspects are relevant? They may look directly or 
indirectly at a host of formal indices, such as the GDP growth rate, and informal indica
tors, such as their own pocketbook. In general, voters observe several indices, weigh 
them, and make a summary economic judgment. In these evaluations, the nation consis
tently appears as a more important object of evaluation than lower political units, e.g. 
states and counties, or lower social units, e.g. the neighborhood and the individual. These 
summary judgments are not totally unrelated to objective measures of the economy. On 
the contrary, when this question has been studied, subjective assessments are found pre
dictive of objective assessments. Take our leading examples, of the US, Britain, and 
France. Subjective national economic assessments, when aggregated, correlate very 
highly with standard macroeconomic indicators of growth, inflation, and unemployment 
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(see respectively, Nadeau and Lewis‐Beck 2001; Sanders 2000; Bélanger and Lewis‐Beck 
2004, 232–4).

While economic voters give emphasis to the well‐being of the nation, their gaze may be 
retrospective, prospective, or a mix of the two, depending in part on the political context. 
When the incumbent party candidate has a clear track record, presumably from having 
served a term or two, past considerations weigh more heavily. In contrast, when the in
cumbent party candidate has an ambiguous track record, economic voting is more likely 
to be prospective.

In terms of future survey research on economic voting, we believe three general areas de
serve special attention: the composition of sociotropic perceptions, the modeling of eco
nomic effects, and the stability of the economic vote. We consider each of these, in turn, 
beginning with the first. What information on the economy do voters have? There is work 
here, which serves as a beginning (Blendon et al. 1997; Holbrook and Garand 1996; San
ders 2000). And, we need to know more about how they weigh the information in arriving 
at their summary judgment of the national economy. We know little at the individual level 
about the particular subjective and objective economic assessments that feed into the 
voter's overall evaluation of the economy.

We would expect these components to change over time, in part because of how the me
dia “frames” economic news (Behr and Iyengar 1985; Goidel and Langley 1995; Haller 
and Norpoth 1997; Hetherington 1996; Mutz 1994). As job insecurity and income inequal
ity continue to rise, in fact and in media reports, national economic performance could 
change from a consensus issue to a conflict issue. That is, economic voters might become 
focused on growth in their particular share of the pie, rather than growth of the whole 
pie, as now. (There is some indirect evidence for this, in the effects of the “jobs” variable 
in the forecast of current US elections; see Lewis‐Beck and Tien 2004). In such a circum
stance, the impact of the standard (p. 532) sociotropic measures would decline, and distri
butional measures would have to take their place.

With respect to modeling, economic perceptions routinely manage statistical significance, 
even in the face of controlling, or over‐controlling. The single‐equation format, followed 
by almost all practitioners in this field, poses collinearity risks that need to be recog
nized. One possible solution moves to a multi‐equation format. Another, perhaps prefer
able, solution gives more attention to verifying the exogenous status of the independent 
variables. Worry has been expressed that the economic perception variables are endoge
nous, in part determined by partisanship (Anderson, Mendes, and Tverdora 2004; Evans 
1999; Evans and Andersen 2006; Wlezien, Franklin, and Twiggs 1997). A first step, of 
course, is to include partisan variables as controls, but that is only a first step. It may be 
necessary to exogenize the economic perception variables by some sort of instrumental 
variables procedure. More importantly, the partisan variables may need to be made ex
ogenous, on the grounds that they are absorbing too much variance explained and sup
pressing the economic effects (Lewis‐Beck 2006). This seems to be the logic Fiorina 
(1981, 170) employed, when he lagged party identification and converted it into an instru
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ment, before estimating economic effects. His more or less forgotten exercise suggests 
that panel data, rather than cross‐sectional data, are the way out of this endogeneity‐exo
geneity dilemma.

Once the exogeneity of the independent variables has been assured, the analyst can bet
ter focus on the key question of the impact of the economic issue, relative to other issues. 
In his analysis of the major western European democracies, Lewis‐Beck (1988, 160) 
concluded that economics provided the “premier issue set.” Alvarez and Nagler (1995, 
1998) and Alvarez, Nagler, and Bowler (2000) make much the same argument for the US 
and Britain. In terms of “issue voting” models, the expectation is that economics can be 
demonstrated generally to be the top issue for the electorate, both in terms of rank and 
structural effect. Already, in the studies at hand, it has been shown a respectable rival to 
partisan identification, in terms of impact. As the exogeneity issues come to be resolved, 
it may appear in even closer competition.

Some have questioned the value, not to say the reality, of the economic voting hypothesis, 
because of the instability of coefficients across studies. First, recall that even the parame
ter estimates from the anchoring variables of social cleavage and party identification 
have varied from election to election without diminishing their acknowledged importance 
in models of democratic vote choice. Second, the findings reviewed here suggest the in
stability of the economic vote is more apparent, a product of neglecting contextual ef
fects. Once the long‐term institutional or the short‐term political framework is modeled, 
the economic coefficients settle down in understandable ways. For example, effects are 
predictably larger in presidential elections, compared to legislative contests, predictably 
smaller when the ruling government is multi‐party rather than single party. Third, among 
issue variables, economics must inherently produce more stable coefficients than most, 
because it is the central valence issue of domestic democratic politics. Just as everyone 
wants peace abroad, they want prosperity at home. When governments fail to deliver on 
that economic promise, citizens hold them accountable.
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Notes:

(1) In expanding on this question, Reagan mentions not only personal economic condi
tions, but also the national unemployment rate (a sociotropic consideration) as well as 
non‐economic issues. The Commission on Presidential Debates website contains the full 
text of the debate: www.debates.org/

(2) Survey research has examined economic voting in many democracies other than those 
covered in this chapter. Here we offer one recent study for a sampling of countries not re
viewed in this article: Argentina (Canton and Jorrat 2002); Australia (Mughan, Benn, and 
McAllister 2003); Canada (Blais et al. 2002); Costa Rica (Seligson and Gomez 1989); Den
mark (Borre 1997); Germany (Fröchling 1998); Ghana (Youde 2005); Hungary (Anderson, 
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(3) For examples of heterogeneity in US economic voting see: Weatherford (1978); Feld
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Abstract and Keywords

This article presents a survey of political cleavage. The survey presented in the article 
asks what scholars mean when they talk about cleavages; the revelations of recent stud
ies about the contours of new cleavages, their origins, and their consequences are includ
ed. The model of difference, divide, and cleavage is illustrated in the article. The article 
lists the new typologies of cleavage, and the new explanations for cleavage are also pro
vided.
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A NEWCOMER to studies of political cleavage may be forgiven for thinking that the only 
common denominator of contemporary scholarship is an obligatory reference to Seymour 
Martin Lipset and Stein Rokkan's 1967 “Cleavage Structures, Party Systems, and Voter 
Alignments.” As in many fields of study related to democratic politics, research on cleav
age faces a recent surplus of novelty:

• new cases in Latin America, Central and Eastern Europe, Africa and Asia;

• new data and new methods;

• new conceptual understandings of the term “cleavage.”

With this explosion of possibilities, a general theory of cleavage seems even less likely today 
than in 1967, but a survey of scholarship on new cleavages—and new thinking on old cleavages
—can outline broad patterns and point to areas for further research. Such a survey must ask 
what scholars now mean when they talk about cleavages and what recent studies reveal about 
the contours of new cleavages, their origins, and their consequences.

1 New Words for Cleavage?
A baffling array of inconsistently used terms plagues contemporary scholarship on cleav
age. Precise definition was not Lipset and Rokkan's main goal and their article's (p. 539)
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provocative ambiguity may explain its endurance. Subsequent researchers have attempt
ed to introduce more precision, most prominently Bartolini and Mair who specify that 
cleavage entails

an empirical element, which identifies the empirical referent of the concept, and 
which we can define in social‐structural terms; a normative element, that is the 
set of values and beliefs which provides a sense of identity and role to the empiri
cal element, and which reflect the self‐consciousness of the social group(s) in
volved; and an organizational/behavioral element, that is the set of individual in
teractions, institutions, and organizations, such as political parties, which develop 
as part of the cleavage. (1990, 215)

For Bartolini and Mair a cleavage involves all of these differences at the same time. They empha
size that “cleavages cannot be reduced simply to the outgrowths of social stratification; rather, 
social distinctions become cleavages when they are organized as such.…A cleavage has there
fore to be considered primarily as a form of closure of social relationships” (216). While many 
authors take issue with particular aspects of this definition, it is remarkable the degree to which 
the major works in the field accept the three elements. Research on cleavage most often entails 
the search for: (a) self‐conscious demographic groups; (b) sharing a common mindset; and (c) a 
distinct political organization.
The scholarly quest to identify cleavages with all three elements yields fruitful results for 
some cases in some eras but not for others. Analysis of those cases that lack one or more 
of the three elements has been hampered by the lack of common vocabulary for “some
thing less” than Bartolini and Mair's cleavage definition. It is helpful, therefore, to first 
establish a common basis for “something less” than cleavage. The conceptual model pre
sented in Figure 28.1 offers a suggestion for simplifying the current conceptual discus
sion down to seven key relationships across three levels, accepting or adapting current 
usage wherever possible.

One Cleavage Element: A Difference. “Difference” nicely captures the notion of a lone 
cleavage element. This chapter uses the general term “structure” to include the “empiri
cal,” “ascriptive,” or “demographic” categories found in cleavage research. The heading 
“attitude” here refers to “normative” or “value” categories. The heading “institution” 
refers to activity elsewhere labeled as “political,” “organizational,” or “behavioral.”

Two Cleavage Elements: A Divide. The term “divide” which is already in relatively com
mon use effectively captures the notion of distinct sides but without the sheer quality of a 
cleavage. Three such pairs are possible:

(1) Structure plus Attitudes. The term “position divide” offers an alternative to vari
ous teleological notions such as “non‐politicized cleavage” used to describe the align
ment of structural and attitudinal difference without an accompanying political align
ment. “Position” carries connotations both of structural location and of individual at
titude.
(2) Structure plus Institutions. Knutsen and Scarborough's “pure structural vot
ing” (1995) accurately captures the notion, but does not lend itself to easy use. The 
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Fig. 28.1  Model of difference, divide, and cleav
age

phrase “census divide,” echoing Horowitz's “census elections” (1985), captures the 
alignment of group identity and political choice without attitudinal trappings.

(p. 540)

(3) Attitudes 
plus Institu
tions. This re
lationship has 
spawned the 
greatest vari
ety of alterna
tives and 
stands in 
greatest need 
of clarity. The 
word “issues” 
emerges reg
ularly in 
scholarship in 
this area and 
refers to the 
interplay be

tween attitude and partisanship.

Three Cleavage Elements: Full Cleavage. The word “cleavage” has been used in so many ways 
that it can serve here only as a generic term for division. The phrase “full cleavage” is necessary 
to specify Bartolini and Mair's threefold concept.

(p. 541) 2 New Typologies of Cleavage?
In a handbook on political behavior it is appropriate to begin with political differences 
and assess the degree to which these overlap with attitudinal differences to form issue di
vides or with structural differences to form census divides or with both to form full cleav
ages.

Much scholarship on “cleavage” focuses on how institutional and attitudinal differences 
interact to form issue divides. A profusion of new surveys has made such studies easier, 
but there are other reasons for starting with issue divides. Issue divides apparently have 
increased in importance, accompanying or perhaps supplanting structurally based di
vides. A sign of the importance of issue divides is the number of attempts to create com
prehensive schemas of issue divides. Sartori (1976) begins with the primacy of program
matic left and right emphasizing questions of market and state distribution of economic 
resources. His preliminary four‐dimensional schema also recognizes other potentially pro
grammatic conflicts including secularism against denominations, ethnicity against inte
gration, and democracy against authoritarianism. Others have proposed additional cate
gories including material vs postmaterial values (Inglehart 1977), foreign policy questions
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(Lijphart 1984), and domestic protectionism against processes such as international inte
gration, immigration and globalization (Stubager 2003; Cole 2005; Kriesi 1998).

Of course structure retains an important role. Lipset and Rokkan's definition of key struc
tural elements has survived the test of time not only because its labels elegantly captured 
key structural differences but also because they have proven highly adaptable:

• “urban–rural” cleavage now represents geographic difference;

• “owner–worker” cleavage represents socioeconomic status;

• “center–periphery” cleavage represents cultural difference, particularly ethnicity;

• “church–state” cleavage represents differences in cultural values and religiosity.

Thus adapted, Lipset and Rokkan's list leaves little room for additional categories. Tóka notes 
that “The requirement of social closure implies that only a few quasi‐demographic differences 
(class, ethno‐religious or regional identity, urban‐rural residence) can serve as the bases of 
cleavages” (Tóka 1998, 596). The few serious rival claimants include generational difference and 
education level (Inglehart 1977), economic sector (Kriesi 1998), and gender (Brooks, Nieuwbeer
ta, and Manza 2006).

3 New Contours of Cleavage?
On the basis of these lists we can explore the contours of cleavages. This involves several 
fairly obvious questions built around the above‐mentioned conceptual framework: (1) the 
importance of various issue divides; (2) the interaction among various (p. 542) issue di
vides; and (3) the structural roots of issue divides and of those institutional differences 
without attitudinal components. Many accepted categories remain useful, even though 
they were derived from a limited number of mid‐twentieth‐century democracies. In other 
respects, however, early twenty‐first‐century politics challenges the boundaries and push
es the old metaphors to the breaking point, even in long‐standing democracies.

3.1 Advanced Industrial Democracies

The divides and cleavages of western Europe have received constant attention from 
scholars for the past half‐century. Their efforts document considerable areas of stability 
coupled with certain specific changes. Attitudes on economic questions have continued to 
shape partisan choice as have, to a lesser extent, questions about religion and related cul
tural values. Furthermore, both social class and religiosity still exhibit a significant rela
tionship to partisanship and in some countries (see chapters by Knutsen and Esmer and 
Pettersson), as have regional, ethnic, or linguistic differences. Yet much has changed. 
New institutional differences have emerged with the rise of Green and extreme right par
ties (and in some countries the collapse of major parties). Established democracies have 
also experienced the rise of issue divides based on political participation, environmental 
protection, sex‐ and reproduction‐related issues, and immigration.
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Scholars continue to debate the independence of these “new” attitudinal differences from 
differences on more established socioeconomic and religious issue questions. Moreno 
(1999) finds a wide variation in the degree to which respondents' positions on “new” 
questions reflected their positions on socioeconomic questions, but in most countries ex
hibited a relatively high degree of independence between the two issue dimensions. 
Moreno also finds considerable diversity in the degree to which these attitudinal differ
ences align with party preference. In some countries party systems are arrayed across 
two dimensions, while in other countries parties lay close to a single line on a redistribu
tion vs market dimension or a postmodern vs fundamentalist dimension or a combined 
postmodern/redistribution vs. fundamentalist/market dimension. Kitschelt and Rehm 
(2004) find considerably less variation. Although they array parties in a two‐dimensional 
space defined by support for redistribution of income and support for “superior 
goods” (environment, culture, and education), average party supporters in each of their 
nine cases line up close to a diagonal line defined by extremes that the authors label as 
left‐libertarian and right‐authoritarian, though the clustering and the steepness of the 
slope differ from case to case.

It is noteworthy that these disagreements tend to fall within fairly narrow bounds. These 
authors agree about the basic issue dimensions on which parties compete, and they find 
that postmodern attitudes sometimes align with anti‐market attitudes but almost never 
with pro‐market attitudes. Researchers disagree more strongly about the degree to which 
institutional differences and issue divides depend on structural elements. Three decades 
of research has demonstrated the weakening of party loyalty (p. 543) and the weakening 
of working‐class support for left‐wing parties (Nieuwbeerta and Ultee 1999). Brooks, 
Nieuwbeerta, and Manza (2006) also report a decline in the relationship between religios
ity and voting in the Netherlands, a country noted for its strong church vs state cleavage. 
Many who emphasizes the progress of structural dealignment also note “an increased ef
fect of issues on the vote” which “compensated more or less precisely for the decline in 
cleavage politics” (Dalton 1996, 335). Much of the increase in issue effects came precise
ly from the emergence of independent postmaterialist or libertarian issues that exhibited 
weak relationships to class, religion, or other social structures. In 1988 Knutsen argued 
that even economic‐related attitudes had lost their structural roots: “the Left–Right di
mension has altered from a structural class or status cleavage to an independent ideologi
cal cleavage” (349). In 1995 Knutsen and Scarbrough found a major rise in the signifi
cance of issue dimensions: between 1973 and 1990 attitudes alone came to explain parti
san choice better than either structures alone or structures plus attitudes.

Other research, however, suggests merely a shift in the type of structures that underpin 
issue divides. According to Kriesi (1998) and Kitschelt and Rehm (2004) the redistribu
tionist‐libertarian vs market‐authoritarian issue divide rests upon strong, cleavage‐like 
roots in non‐class structures such as age and gender and of newly disaggregated class 
categories such as “sociocultural professional” and “routine office worker.” A growing 
number of studies based on diverse data sources and analytical methods suggest a de
gree of consensus on the emergence of such cleavage patterns in much of western Eu
rope. It appears, however, that quite different patterns exist in cases such as Belgium, 
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Spain, Canada, the United States, and Ireland in which geography and ethnicity play a 
larger role. Other emerging issue divides may also have the potential to disrupt existing 
patterns, but despite the enormous economic and cultural role of the European Union, a 
distinct “integration‐independence” issue divide has yet to emerge (Hix 2002).

3.2 Post‐communist Europe

Post‐communist Europe offers a remarkable laboratory for political development. Al
though its cleavages bear some similarity to those of industrial democracies, they differ in 
ways that have important theoretical implications. The first challenge is to establish 
whether any form of cleavage exists in the region. Innes (2002) challenges the notion that 
post‐communist attitudes and party voting coincide by pointing to large “instant catch‐
all” parties. She argues that “When party labels become this meaningless, it raises the 
question of how stable partisanship and consequently system stabilization can be estab
lished” (2002, 100). In spite of this programmatic “flexibility,” studies demonstrate a mea
surable degree of regularity and consistency among most eastern European parties' elec
torates. Gijsberts and Nieuwbeerta (2000) show a narrower distribution of partisan atti
tudes in post‐communist Europe than in Western Europe but similar overall patterns. Eco
nomic issues, furthermore, are not necessarily the best way to compare the strength of is
sue divides in East and West. (p. 544) Although economy‐related divides emerged through
out post‐communist Europe, non‐economic issue also aligned closely with party prefer
ence. Evans and Whitefield's (2000) cross‐national analysis from the mid‐1990s identifies 
a large set of countries in which issues other than economic liberalism formed the prima
ry ideological basis of party competition.

Defining the specific contours of these other issue dimensions requires some departure 
from frameworks created for western Europe. Issue divides on cultural questions vaguely 
resembled western counterparts, but with significant differences. In western Europe, 
Moreno contrasts cultural “fundamentalism” with “postmodernism,” but in post‐commu
nist Europe he finds few characteristically postmodern elements such as “environmental 
politics” or “sexual preference” (1999, 22) and instead contrasts fundamentalism with 
cultural “liberalism.” Post‐communist cultural issue divides primarily involve such ques
tions as the role of the church, abortion, pornography, and consumerism, all filtered 
through a lens of decades of communist restrictions.

Even more unusual (from a western European perspective) are post‐communism's nation‐
related issue divides. Questions of minority rights form one subset of this category, and 
these resemble questions about ethnic rights in Spain, Belgium, and Northern Ireland. 
What differentiates national‐related issue divides in the east, however, is the degree to 
which conflicts over minority rights occur within as well as across ethnic lines. These in
tra‐national debates over minorities often form part of a larger issue divide related to na
tional sovereignty and the magnitude of threats to national security (Deegan‐Krause 
2006). This nationalism issue divide, present in many of the region's new states, has few 
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direct parallels in contemporary industrial democracies except perhaps mid‐twentieth‐
century Ireland, whose divides may be less “exceptional” than scholars have assumed.

A significant share of the post‐communist European cases also experienced deep divides 
over democracy itself. Klingemann (2005) finds that that competition over past authoritar
ianism continues to shape party competition long after the demise of the authoritarian 
government. Todosijević, furthermore, finds evidence in Serbia of a contemporary divide 
“between parties of authoritarian and democratic orientation” (Todosijević 2003, 79, and 
other surveys). Surveys suggest that this authoritarianism‐democracy divide emerged in 
Slovakia, Croatia, Belarus, Ukraine, and some other former Soviet republics as well. 
These divides differed from western Europe's authoritarian‐libertarian divides to the ex
tent that post‐communist authoritarianism had less to do with the democracy's quality 
than with its very existence.

Post‐communist Europe demonstrated not only a wider range of active issue divides than 
western Europe, but also a far greater diversity of combinations. In some countries, for 
example, national and economic divides ran parallel while in others the two divides were 
perpendicular. In the parallel cases, furthermore, some countries' nationalists tended to 
support market reforms while nationalists elsewhere opposed reforms. The relationship 
between economic and cultural divides also varied, though cultural and market divides 
usually formed two independent dimensions. The most consistent combination involved 
the tendency of authoritarianism to line up with nationalism (Kitschelt 1992), but even 
here it would be premature to see an inherent (p. 545) link. Since fewer than half of the 
region's national divides were accompanied by authoritarianism‐democracy issue divides 
it would appear that authoritarians need nationalism more than nationalists need unac
countable authority.

Much of this diversity in issue divides apparently results from a variety of historical cir
cumstances in the region, but another source is the weakness of structural roots for many 
divides. The nearly perfect correlation between minority ethnicity and voting for minority 
ethnic parties offers a rare example of a full cleavage. However, such cleavages often had 
few direct political consequences because of the small size of minority populations. More 
important divides exhibited weaker roots. Gijsberts and Nieuwbeerta (2000) find that the 
relationship between social class and economic attitudes to be almost as strong in post‐
communist Europe as in western Europe, but economic attitudes related to party choice 
only in the Czech Republic. In other countries voters recognized their class interests, but 
rarely voted according to those interests.

Other structural differences did not even produce significant position divides. The vast 
majority of ethnic majority voters did not choose nationalist parties, and nationalist atti
tudes among majority‐group voters have proven hard to explain. Since the specific details 
of nation‐related issue divides differed from country to country, broad comparative calcu
lations are difficult, but single‐country analyses find that within ethnic populations there 
were few ascriptive markers for nationalist attitudes (Todosijević 2003; Deegan‐Krause 
2006). The same absence of a clear demographic profile also characterized authoritarian 
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parties especially during the first half of the 1990s before the younger, educated, urban 
voters realized the consequences of authoritarian leadership for international integration.

3.3 Latin America

As another regional laboratory, Latin America raises questions about the relevance of 
cleavage analysis. Scholarship on the region often focuses on the absence of clear attitu
dinal or structural bases for party support. Conaghan sees “floating politicians and float
ing voters” (1995, 450). Roberts notes “a shift from fixed and durable bonds to more fluid 
and contingent forms of support” and a “severe erosion of both encapsulating and pro
grammatic linkages” (2000, 14–15).

A small number of quantitatively based pieces suggest the weakness of cleavages in Latin 
America relative to other regions and their further weakening over time. Mainwaring and 
Torcal find a considerably smaller relationship between voters' left–right orientation and 
their party choice in Latin America than in western Europe (2003a). Luna and Zechmeis
ter (2005), note “tremendous heterogeneity.” They find western‐strength issue divides in 
some countries (Chile and Uruguay) but in many other countries they find little meaning
ful relationship. For those countries where patterns were visible, researchers have at
tempted to identify broader regional patterns. Moreno finds economic issue divides 
throughout the region but he argues that in most countries these are less important than 
regime‐ and culture‐related issue divides. He particularly emphasizes the importance of 
“democracy‐authoritarianism” divides in many (p. 546) countries, an observation con
firmed by case studies such as Mainwaring and Torcal's analysis of Chile (2003b, 83). In 
the second half of the 1990s, however, Moreno shows that most democracy‐related di
vides had weakened in favor of emerging divides related to cultural questions such as 
“abortion, religiosity, and nationalist sentiments” (1999, 22).

Notably missing from these assessments is a divide between materialists and postmateri
alists along western European lines. Moreno (1999) finds only small pockets of post‐mate
rialism in Latin America, and as with post‐communist Europe, he contrasts fundamental
ism with liberalism rather than postmodernism. As in post‐communist Europe, further
more, he shows that authority questions tend to stand on their own and concern the re
jection of recent authoritarian regimes rather than political participation. Also missing 
from the list of major Latin America issue divides are ethnic or linguistic questions. 
Yashar (1998) notes a growing politicization of indigenous populations and issues specific 
to those populations, but with relatively minor and indirect effects on national‐level party 
competition.

Even to the extent that Latin American politics is “about something,” the attitudes and 
party choice have little basis in structural elements. Roberts notes that:

Few Latin America party systems have ever lived up to [Bartolini and Mair's] ex
acting three‐dimensional cleavage standards. In particular, the cleavage struc
tures of most Latin American party systems have had shallower roots in sociologi
cal distinctions of class and ethnicity. As pointed out by Dix, most political parties 
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in Latin America draw support from a heterogeneous cross‐section of society. 
(2002, 8)

Using survey evidence from the mid‐1990s, Mainwaring and Torcal concluded that:

On average, Latin American voters have weaker individual level attachments to 
political parties than Western European voters. They are not strongly anchored to 
parties through the traditional social cleavages that Lipset and Rokkan (1967) 
emphasized.…Even after decades of some apparent erosion of such cleavages in 
Western Europe, they remain far more important in anchoring the vote than in 
most of Latin America. (2003a, 17)

The results are not uniform, however, and some countries demonstrate considerably higher class 
voting. Roberts (2002) uncovers stronger structural roots for “labor‐mobilizing party systems” in 
Argentina, Bolivia, Brazil, Chile, Mexico, Nicaragua, Peru, and Venezuela than in the region's 
many “elitist party systems.” He also notes that neoliberalism and globalization have further un
dermined these already weak cleavages. Mainwaring and Torcal find class voting to be statisti
cally significant only in Brazil, Argentina, and Peru (2003a). Molina and Perez (2004) find unex
pectedly weak class voting even for Venezuela under Hugo Chavez.

3.4 Middle East

In the Middle East only a few countries have produced competitive political systems and 
comparative research on cleavages focuses on Turkey and Israel. While the specific is
sues and groups differ, the two countries exhibit some similarities, particularly the emer
gence of “full cleavages” through the emergence of issue divides that parallel structural 

(p. 547) differences. According to Shamir and Arian “issues involving identity dilemmas…
have become increasingly important in structuring the vote. Such dilemmas amalgamate 
policy issues and social allegiances, while reinforcing existing cleavage struc
tures” (1999, 265). In Turkey, relationships between structural, attitudinal, and institu
tional elements have also strengthened over time and Hazama argues that “social cleav
ages and the party system in Turkey seem to be heading for convergence” (2003, 379). 
This process diverges from the western European patterns not only in the direction of 
movement—toward full cleavages rather than away—but in the nature of the issues and 
structures. In Israel as in Turkey, the full cleavages emerge around questions of identity 
related to ethnicity religious sects, and degree of religiosity. In the process, socioeconom
ic issue divides and socioeconomic structures have lost importance in political conflict ex
cept to the extent that economic position depends on religious or ethnic identity.

3.5 Asia

As in the Middle East, few Asian countries followed western European cleavage patterns. 
Although Japan comes closest to the western European model, its relatively prominent 
left–right divide “had more to do with foreign policy and defense” than with class issues, 
and upheavals in Japanese party politics in the mid‐1990s led “the demise of left–right 
ideological politics in Japan” (Weisberg and Tanaka 2001, 90). In Korea and Taiwan poli
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tics experienced even weaker socioeconomic divides and tended instead toward democra
cy‐related and nation‐related issue divides, though Wong argues that Taiwan's political 
parties remained largely “nonprogrammatic” on socioeconomic questions whereas anti‐
authoritarian parties in Korea were more deeply “anchored in a vision of socioeconomic 
transformation” (2004, 1221–2). Korean parties, however, depended heavily on non‐attitu
dinal elements including structural “regionalism” and “personality dominated, clientelis
tic parties, built on the basis of vast networks of patron‐client relations and informally in
stitutionalized intra‐party factions” (Croissant 2002a, 250).

In Southeast Asia, a combination of ethnic structures and clientelist networks (sometimes 
overlapping and sometimes not) tended to dominate politics with little role for issues that 
were not immediately reducible to group or clan claims. Croissant argues that “party sys
tems in Asia exhibit a much lower ideological or programmatic orientation than party sys
tems in the Western world” (2002b, 347). In some countries, however, group differences 
also overlapped broader attitudinal differences, particularly in Indonesia where some par
ty voters exhibited attitudinal and structural characteristics that might be defined as “Is
lamist” and “secular” (Qodari 2005) and in Thailand where the emergence of a significant 
new party helped to produce a higher degree of overlap between party choice, attitudes 
toward redistribution, and socioeconomic position (at the individual and regional levels) 
(Croissant and Pojar 2005).

In South Asia, observers note a shift from clientelist networks to ethnic structures. Chhib
ber argues that the past two decades have witnessed “an erosion of traditional clientelist 
politics [and] a marked increase in the political saliency of essentialized (p. 548) identities 
of caste, religious community, and ethnicity (subnationalism)” (Chhibber 1999, 493–4). 
These increasingly salient structures, furthermore, have become alternative mechanisms 
for extracting state resources and the focus on “state resources…as streams that can be 
channeled toward those who have the power to control them” has prevented competition 
over “the basic framework of the economy” (Mehta 1997, 64). At the same time the sheer 
diversity of groups in India has exerted a restraining influence on the emergence of na
tionwide structural divides, and caste differences within the Hindu population have weak
ened the structural basis of a Hinduism‐related cleavage” (Ganguly 2003, 22).

3.6 Africa

In Africa, unlike the regions above, most party systems do not give even a supporting role 
to attitudinal differences and issue divides. Research in the region begins (and often 
ends) with the role of structural elements. Young's research on Africa in the mid‐1990s 
identified “few cases…where political alignments are not significantly affected by commu
nal solidarities,” because candidates rely on “vague slogans expressing desire for change 
and opposition to incumbents” rather than “defining alternative visions of society” (1996, 
61–2). Nearly a decade later, van de Walle argued that “the low salience of ideology for 
the majority of [African] parties is unmistakable” (2003, 304). African voting thus de
pends on a combination of the highly individual and the highly structural and “election 
campaigns have been conducted almost entirely on the basis of personal and ethno‐re
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gional appeals for support. In most countries,…ethnic identity provides a remarkably pre
cise prediction of voting behavior” (305). Posner cautions against an oversimplified view 
of structural elements, however, noting that “in‐group/out‐group distinctions” and other 
“axes of social differentiation” are complex and may emerge on the basis of language, re
ligion, as well as “tribal affiliation, clan membership, geographic region of origin, or 
race” (2001, 2). He further notes that since no single group is likely to produce an elec
toral majority, ambitious politicians must engage in coalition building that transcends 
structural differences. Mozaffar concurs, arguing that the “formation of multiethnic elec
toral coalitions” may offer some degree of choice and may lead to “variations in the con
figuration of resulting ethnopolitical cleavages” (Mozaffar, Scarritt, and Galaich 2003, 
389–90).

3.7 Patterns and Trends

Despite what seems an irreducible degree of diversity in the world's cleavage patterns, 
some regularities do emerge and some developments prove widespread enough to bear 
comment. Except in many African states, attitudes play an almost uniformly important 
role in political choice. The character of the most salient attitudes differs, however, not 
only from region to region but from country to country. Only among western democracies 
do issue divides show signs of an emerging pattern. Even in (p. 549) those countries, the 
claim to regularity is weak: most western countries exhibit a socioeconomic issue divide 
between state and market distribution that partially overlaps an issue divide between 
postmaterialism and materialism (or libertarianism and authoritarianism). Other regions 
exhibit more change and richer variety. An issue divide between pro‐market and pro‐re
distribution parties emerged in nearly all countries, but it frequently played a secondary 
or tertiary role to issue divides that involved policy on national or religion questions or 
questions about democracy itself. The variety extends, furthermore, to include patterns of 
interaction among issue divides, supporting Stimson's speculation that “what seems to go 
together” depends less on “logical connections” than on “psychology (what symbols are 
shared) and social learning (what kinds of ideas are learned together in one's social back
ground). If nothing is naturally connected, the corollary is that anything can come to 
seem connected” (2002, 7).

Despite western research that shows the declining role of class voting, structures have al
so remained robust, particularly those defined by linguistic and other ethnic boundaries. 
Rare is the party whose support cuts across such ethnic lines or the ethnicity that does 
not have at least one party that claims to represent ethnic interests. Party support rarely 
transcends ethnic lines except in cases where two or more groups band together in re
sponse to a competing group. The link between ethnicity and politics is extremely strong 
in Africa and nearly so in parts of Asia and the Middle East, but it is hardly less signifi
cant in post‐communist Europe. Nor are such cleavages absent in ethnically heteroge
neous western democracies. Structures related to religion have proven nearly as robust, 
particularly fundamentalist Christianity in parts of North America, Roman Catholicism in 
parts of post‐communist Europe and certain sects of Islam in the Middle East and parts of 
Africa and Asia. Even the shrinking role of class in western countries may reflect less the 
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decline of structure than a shift in salient structural markers away from class hierarchy 
and toward occupational and sectoral categories.

The relationship between attitudes and structure has also developed new complexities. 
The growing importance of attitudes may contribute to a further disappearance of many 
census divides—the non‐attitudinal relationship between structure and voting—as struc
tural groups develop attitudinal frames around their collective demands. Issue divides, by 
contrast, appear capable of surviving without extensive structure, but for some this ap
parent independence may simply reflect the shift to new and little‐studied structural cate
gories. Furthermore, new research suggests that structures can play a different kind of 
role than standard models predict. Examples of the new configuration can be found in 
many societies with significant ethnic cleavages. Majority and minority ethnic groups may 
hold very different attitudes about minority rights, but attitudes often differ within those 
groups as well (especially within majority groups) and in many countries the attitude to
ward minority rights shapes the central issue divide within the majority groups. A similar 
phenomenon often occurs over religion in the form of sharp disagreements among adher
ents of a dominant religious sect regarding the role of religion in politics. The central de
bates of many newer democracies are actually debates within structural (p. 550) segments 
about whether that structural segment should become the defining element of politics. In 
a sense, these are issue divides about the acceptance or rejection of a particular full 
cleavage. When ethno‐nationalists or fundamentalists win convincing victories, full cleav
ages become more likely. When they fail, issue divides may shift to some other question 
(perhaps about whether to politicize yet another structural difference). Where the forces 
are relatively evenly matched, the issue divides concerning the acceptability of national
ism or religious fundamentalism may remain significant for an indefinite period.

Finally, it is necessary to extend the search for structural and attitudinal components of 
voting into realms that currently receive insufficient attention in cleavage research. The 
alternatives to structural and attitudinal voting tend to fall under one of three headings: 
personalism, by which individuals vote on the basis of a candidate's personality or cre
dentials regardless of policy proposals or group affiliations; clientelism, by which individ
uals exchange their ballot for direct, tangible reward; and pocketbook voting—a combina
tion of clientelist and personalist elements—by which individuals seek tangible reward on 
the basis of expectations about general economic performance rather than policy propos
als. On the map of cleavage politics, these alternatives represent blank spaces, but it is 
not necessary to cede all of this territory. Cleavage analysis should not ignore the struc
tural nature of clientelism, which often involves large and close‐knit social networks. 
Such networks may be difficult to quantify (especially for outsiders) but to the extent that 
they perform many of the same functions as ethnic or religious groups and offer a high 
degree of social closure, they can be understood in structural terms as census‐divides or 
cleavages. Furthermore, pocketbook voting may depend to an unexpected degree on eco
nomic program rather than economic performance. Recent findings by Tucker suggest 
that economic slowdowns in post‐communist Europe hurt parties which oppose redistrib
ution more than those “responsible” for the slowdown (Tucker 2006). Finally, much voting 
that looks random or purely “personal” may simply reflect the absence of appropriate sur
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vey questions. Ostiguy (1998), for example, posits a “high‐low” divide in Argentina be
tween “stiff and respectable” and “folksy and coarse” that cuts across standard attitudi
nal and even structural categories. The multi‐country surveys necessary to shed light on 
the broader cleavage patterns are particularly likely to miss such idiosyncratic divides, 
particularly those connected with national identity or character. Small‐scale, thick de
scription thus remains necessary to prevent big, thin surveys from looking at an unusual 
cleavage and seeing nothing.

4 New Explanations for Cleavage
Current work in cleavage studies extends beyond the discernment of patterns to the un
derstanding of causal mechanisms. Much research in the field presents itself as a “classic 
dichotomy” between those who emphasize the top‐down role of political (p. 551) elites 
against those who emphasize the bottom‐up role of society (Hagopian 2004, 5). The best 
work in the field seeks not to anoint a winner—it is unlikely that one side is right and the 
other wrong—but to identify the interaction between elites and society and circumstances 
that may favor one side or the other.

Although nearly all recent scholarship acknowledges a role for individual choice, many 
scholars still focus on the constraints that make some choices more likely than others. In 
their study of post‐communist Europe, Evans and Whitefield (2000) argue that voters with 
little experience and little information will “respond best to the party appeals which most 
closely relate to their own significant social experiences, identities and values.” Parties, 
in turn, will emphasize “historic social and ideological divisions within the country,” and 
the “most pressing contemporary challenges” rather than tempting fate by “impos[ing] 
divisions on society.” Even those who emphasize structural constraints do not agree on 
their relative influence. Kitschelt, for example, stresses the legacies of economic develop
ment in twentieth‐century Europe whereas Evans and Whitefield emphasize significant 
ethnic and religious differences. Structural accounts have their limits, furthermore. They 
provide a solid basis for understanding which cleavages are least likely to emerge, but in 
countries with more than one kind of structural fracture, they have difficulty predicting 
which cleavages will emerge as dominant or how they will align with others. Nor can they 
easily account for the emergence of issue divides without underlying structural precondi
tions.

Even Kriesi's work on “social divisions” acknowledges that such divisions “are not trans
lated into politics as a matter of course, but that they are decisively shaped by their politi
cal articulation” (1998). Recent cleavage studies empirically demonstrate the effects of 
political agency both on the attitudinal and structural elements of cleavage. In their most 
limited form, claims about the relationship between agency and structure emphasize the 
potential of political actors to “mitigate social divisions” or “politicize them” through 
“strategic policy choices” (Chhibber and Torcal 1997). Neto and Cox (1997, 167) refer to 
“exploitable cleavages” and Mozaffar, Scarritt, and Galaich (2003, 390) view ethnicity as 
“a strategic resource that is contingently politicized.” Research provides numerous exam
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ples of the reverse principle by which parties de‐emphasize structural differences when 
they “identify the common ideological denominator and establish an organizational struc
ture that allows for the aggregation of interests” (Enyedi 2005, 701). Posner further 
demonstrates that in the right circumstances the amalgamation may even unite groups 
that otherwise display a high degree of antagonism (Posner 2001). More expansive claims 
suggest that parties not only increase the political salience of existing structural differ
ences but actually create new structural differences. Sartori (1969), Zuckerman (1975), 
and Przeworski and Sprague (1986) emphasizes the capacity for parties to create identi
ties and form communities. Kriesi documents the role of party‐organized “collective ac
tions” (1998, 172) to reinforce the “structural and cultural distinctiveness” of left‐libertar
ian sociocultural professionals and of rival segments of the “new middle class” in man
agerial positions.

Other research focuses on the relationship between political elites and attitudes. Main
waring argues that “political elites emphasize some issues and muffle others. (p. 552) Es
pecially before the institutionalization of a party system, their choices affect the issues 
that emerge as salient in different political systems” (1999, 59). Other recent research 
emphasizes the ability of parties to shape issue divides not only by influencing the politi
cal salience of attitudes but also by the shaping the attitudes themselves, particularly to
ward issues of low salience. Layman and Carsey use panel surveys to demonstrate that 
parties can link previously unrelated attitudes. They find that United States voters 
“change their issue positions in response to changes in the stands of political elites who 
share their political predispositions” (2002, 202). Party elites can therefore shape align
ments among issue divides: “When party elites polarize on multiple issue agendas, rather 
than just one, the parties in the electorate may well follow suit” (201). A further strong 
consequence of “party‐driven attitudinal conversion” is that parties with relatively stable 
electorates may actually be able to restructure the fundamental relationship between 
structure and attitudes. Enyedi (2005), for example, finds that Hungary's Young Democrat 
party succeeded not only in attracting more authoritarian voters while maintaining a 
younger‐than‐average base, but also, perhaps, in increasing levels of authoritarianism 
among young Hungarians.

Not all elite‐led efforts face equal odds for success, however, and recent research tests 
the conditions favoring politicization or depoliticizaiton of attitudes and structures. It ap
pears, for example, that a larger number of raw structural differences increase the role of 
elites simply by allowing for more choices about which difference to politicize (Deegan‐
Krause 2006). Institutional factors also matter. Mainwaring's work on Brazil demon
strates how states influence cleavages by shaping party systems (1999). Neto and Cox 
(1997), Posner (2001), van de Walle (2003), and Burgess and Levitsky (2003) emphasize 
the role of electoral systems design and party organization. Hagopian (2004) and van de 
Walle (2003) note that clientelist institutions undermine efforts to politicize particular is
sues while Chhibber suggests that the weakness of civil society magnifies leaders' influ
ence over cleavages (1999). Most of these works are individual‐country case studies, how



New Dimensions of Political Cleavage

Page 15 of 20

ever, and there is a significant need for comparative research that can specify the type of 
elite influence on cleavage formation and test the conditions under which it may occur.

5 New Consequences of Cleavage?
Extensive comparative research is easier to justify when the phenomenon under study 
has a significant impact. New research about how cleavages affect democracy points both 
to new levels of complexity and to new and significant dangers. By far the most frequent 
justification for the importance of cleavages is its role in creating conditions for stable de
mocratic competition. According to Whitefield's brief summary of conventional wisdom, 
“the presence of cleavages…can contribute to democratic stability by solidifying party‐
public ties and increasing the predictability of political outcomes” (p. 553) (2002, 181–2). 
Yet research suggests that predictability may not necessarily require full cleavages with 
structural elements. Tóka's (1998) survey of post‐communist Europe shows that structure 
played little role in stabilizing voting patterns while attitudes played a significant stabiliz
ing role. The question is further complicated by disputes over the dangers of electoral 
volatility. Some scholars suggest that structurally based cleavages may actually threaten 
democracy since volatility that is too low may produce “winner‐take‐all exercises between 
polarized communities” (van de Walle 2003, 305), and Tóka argues that high volatility 
may on occasion be “an instrument of electoral control” and calls for “some scepticism…
regarding its alleged regime‐destabilizing potential” (592). The most significant dangers 
of volatility are more subtle. Tóka acknowledges that “constant and predictable weakness 
of party loyalties may undermine the accountability and responsiveness of elected office‐
holders” (1998, 592), and Dalton worries that without “fixed systems of cleavage systems 
and alignments,…modern governments may face increasing difficulty in generating a po
litical consensus in favor of any policy” (Dalton 1996, 341). While not instantaneously fa
tal, persistent volatility resulting from the absence of cleavages could reduce a 
democracy's ability to survive over time.

A more concrete, but often neglected reason for caring about divides and cleavages is 
that these have a decisive impact on outcomes. Cleavages have sides, and the side that 
wins will—in theory, at least—get more of what it wants than the side that loses. Oscilla
tion between rival positions is well understood in the realm of socioeconomic policy and 
in industrial democracies the relatively narrow swings between market‐ and state‐orient
ed policies usually evoke little concern. Many newer democracies face more difficult chal
lenges. Not only are their oscillations wider, but they occur along more dangerous lines. 
In most cases, even sharp swings between more or less redistributive policies pose little 
threat to civil and political liberties. The same cannot always be said for swings across 
national, religious, or especially democratic divides. The good news is that the victory of 
democratic and inclusive politicians may produce policies that are even more democratic 
and inclusive than the society as a whole. The bad news, as many countries have discov
ered to their peril, is that the imbalance sometimes favors authoritarianism and ethnic or 
religious exclusion. The questions that divide a country thus shape its destiny.
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Abstract and Keywords

This article discusses partisanship and focuses mostly on the concept of party identifica
tion. It tries to show how party identification can be theoretically defined and measured 
empirically. It introduces the unmoved mover and pinpoints the location of party identifi
cation in the funnel of causality. The article also tries to show how party identification can 
be explained.
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WHEN the authors of the The American Voter introduced the concept of party identifica
tion they knew they had struck scientific gold. As all good scientific breakthroughs their 
idea was simple. Party identification was invented to “characterize the individual's affec
tive orientation to an important group‐object in his environment” (Campbell et al. 1960, 
121). Since modesty was not a dominate trait among the Michigan Four, they themselves 
provided a frame of reference for their discovery. The language they used and the conclu
sions they drew were practically carved in stone: “Evidently no single datum can tell us 
more about the attitude and behavior of the individual as presidential elector than his lo
cation on a dimension of psychological identification extending between the two great 
parties” (Campbell et al. 1960, 142–3).

The political science community of the day agreed. The concept of party identification 
was seen as “the glory variable of the 1950s and early 1960s” that “brought fame to the 
Michigan group, provided the basic structure for most studies of voting over a decade or 
two, and provided a key element in the revision of democratic theory…” (Shively 1980, 
219). The success was not limited to United States. The concept of party identification 
was exported abroad and applied to other democratic multi‐party systems.

No tree reaches the stars, however. Inevitably, dissenting voices began to be heard, espe
cially after partisanship started to decline in America in the late 1960s. Between the pres
idential elections of 1964 and 1972, the proportion of party identified Americans dropped 
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from 77 percent to 64 (Wattenberg 1998). What was happening? Was not party identifica
tion supposed to be stable? Was this the beginning of dealignment or yet another example 
of realignment in the American two‐party system? A great debate commenced, and it still 
continues to this day.

(p. 558)

Three topics are at the center of the discussion. (1) What is party identification? How can 
it be defined theoretically and measured empirically? Is it meaningful to talk about the di
rection and strength of party identification on one and the same dimension? (2) The un
moved mover—is party identification stable or does it move? If it moves, what about 
short‐term versus long‐term change, and aggregate‐versus individual‐level mobility? (3) 
What moves the mover? How do we explain party identification? Is it created by child
hood socialization and by non‐political affective forces, or do political and economic fac
tors play a role as well. And where is party identification located in the funnel of causality
—way back as an almost exogenous variable, or closer to the mouth of the funnel as an 
endogenous factor? This chapter will examine each of these three points.

1 What is Party Identification?
The original delineation of the party identification concept by the Michigan School was 
based on social psychology (Belknap and Campbell 1952; Campbell et al. 1960). Refer
ence group theory pointed to the fact that humans identify with collectivities such as par
ties just like they identify with religious and ethnical groups as well as with social classes. 
In The American Voter they wrote: “Both reference group theory and small‐group studies 
of influence have converged upon the attracting or repelling quality of the group as the 
generalized dimension most critical in defining the individual‐group relationship, and it is 
this dimension that we will call identification” (1960, 121).

Reference group theory has today evolved into social identity theory. But proponents of 
the new identity theory still embrace the original conception of party identification as “a 
precursor of social identity theory years ahead of its time” (Greene 2004, 36). Social iden
tity is a basic aspect of partisanship, they claim. The founding father of identity theory de
fined social identity as “that part of an individual's self concept which derives from his 
knowledge of his membership of a group (or groups) together with the value and emotion
al significance attached to the membership” (Tajfel 1978). Clearly, affect and group‐be
longing is emphasized, not cognitive factors and rational considerations.

This emotional and non‐rational, non‐political definition of party identification was and 
still is the main target of the critique leveled at the Michigan School of voting behavior, 
whether it be the old version or the new social identity variety. Most of the critique em
anates from rational choice theory (Downs 1957). Party identification as an information‐
economizing device was an idea inspired by Downs (Goldberg 1969; Robertson 1976; 
Shively 1979). Morris Fiorina, however, is the leading scholar among these critics. 
Fiorina's (1981) emphasis on the importance of cognitive factors and retrospective politi



Partisanship Reconsidered

Page 3 of 15

cal evaluations as formative factors behind party identification has become the most 
prominent alternative definition of party identification.

(p. 559)

Whereas the Michigan Four spoke of a stable, affective, and identity‐based party identifi
cation of almost exogenous status, Fiorina saw a potentially volatile, rational, policy‐
based party identification with a clear endogenous position in the funnel of causality. To 
Fiorina party identification was not primarily identity. Instead it was a weighted average 
of past evaluations of the parties—a “running tally” of reactions to past political and eco
nomical happenings. Today, Fiorina is joined by many scholars who find a growing consis
tency between ideology and partisanship, and a sizeable rational component to party 
identification in the US (Abramowitz and Saunders 2004).

In Europe, the concept of party identification was received with mixed feelings—more 
positively in Scandinavia, while scholars on the Continent were more skeptical. However, 
rendering the directional component of the concept useful in multi‐party systems was a 
major concern all across Europe. In Norway, Denmark, and Sweden, a modified and more 
politicized version of the Michigan model was accepted (Campbell and Valen 1961; Sär
lvik 1970; Listhaug 1989; Holmberg 1994; Borre and Goul Andersen 1997; Berglund 
2004). But, of course, in practice most analyses dealt with the strength component of par
ty identification. The directional component was too close to actual party choice, with cor
relations well above .90.

If critique was modest in Scandinavia, it has been much more fundamental in Great 
Britain and in the Netherlands, questioning altogether the usefulness of the concept. 
Budge, Crewe, and Farlie practically judged party identification a non‐entity. Talking 
about “past regularities” and “present intentions” they sarcastically asked, “how theoreti
cally interesting is the statement that electors vote for the party to which they feel clos
est?” (1976, 11). Thomassen is equally critical but more specific. He sums up his critique 
in three points: (1)“Party identification is less stable than the vote. (2) What little evi
dence exists to the effect that party identification and vote preference can be distin
guished can also be explained as unreliability of measurement. (3) There is strong evi
dence that party identification is not causally prior to the vote” (1976, 77).

Later studies confirmed that party identification tends to be less stable than the vote in 
the Netherlands (Visser 1992), but also that the Netherlands is a deviant case. In panel 
studies in countries like Britain, Canada, USA, and Sweden, party identification is more 
stable across elections than the vote (LeDuc 1981; Holmberg 1994). For example, in the 
four latest inter‐election panels in Sweden, covering the years 1988 to 2002, the propor
tion of voters who have changed their party vote but not party identification has been 
around 10–11 percent while the corresponding percent for voters who have switched par
ty identification but not the vote has varied between 5 and 7 percent. Thus, party identifi
cation is still more stable than the vote in Sweden. What has changed, however, is the 
proportion of people who switch both party identification and the vote. This double 
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volatility group has increased from 11 percent in the 1973–6 Swedish panel to 20 percent 
in the 1998–2002 panel.

Double volatility as such is not irreconcilable with the Michigan model of party identifica
tion. However, there cannot be too much volatility and not too often. Party identification 
should be a stable, possibly lifelong attachment that is expected to (p. 560) change only 
under extraordinary circumstances, such as those of a critical election or a realignment 
period (Key 1955; Rosenof 2003). Obviously, the prevalence of double volatility in Europe 
does not reconcile well with such a model. The original model has to be revised in order 
to accommodate systems where party identification is more volatile; maybe into a version 
that conceptualizes party identification less as a fixture and more as an endogenous vari
able amenable to some short‐term change. In America scholars like Jackson (1975), Page 
and Jones (1979), and Markus and Converse (1979) have suggested useful revisionist 
models along these lines.

The debate over how to empirically measure party identification in the United States has 
been less heated. The American National Election Studies (ANES) has maintained the 
same standard set of three survey questions all the time since 1952. The result is a unidi
mensional seven‐point classification from strong Democrats, over pure Independents, to 
strong Republicans, with weak identifiers and leaners in between. Measurement con
cerns have mainly focused on two problems—the status of leaners and whether the seven‐
point scale is truly unidimensional. The first concern has arisen because American lean
ers sometimes behave more partisan than weak identifiers (Petrocik 1974) and sometimes 
behave more like independents (Miller 1991). What are they, partisans or independents?

The dimensionality issue is more esoteric and American. Should independence be a sepa
rate dimension from the partisan divide between Democrats and Republicans, and conse
quently be measured separately? (Weisberg 1980). In multi‐party systems it has always 
been natural to define and measure the strength and directional components of the party 
identification concept on two different dimensions. However, today most American schol
ars agree “that the seven‐point scale does reasonably well in measuring partisanship in 
the current era” (Niemi and Weisberg 2001: 323). Thus, the old ANES workhorse is still 
acceptable.
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Fig. 29.1  Party identification in the United States, 
1952–2004
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Source: American National Elections Studies (ANES).

When people started to question the concept of party identification in the 1970s, the first 
and most obvious point to attack was the notion that party identification was supposed to 
be unmovable except during infrequent periods of party realignment. Very early on, how
ever, it was quite obvious that party identification was not nearly as stable as the stereo
type Michigan model predicted, neither on the aggregate level nor on the individual level 
(Dreyer 1973). Even as early as in the presidential election of 1964, aggregate party iden
tification changed more dramatically than any time before or after. Democrats spiked to 
61 percent and Republicans dropped to 31 percent (see Figure 29.1). Subsequent elec
tions proved that it was not the start of a realignment strengthening the Democrats. Lyn
don Johnson was only a one‐election wonder. What we saw in 1964 was only dramatic 
short‐term change. Beginning with (p. 561)  the Reagan elections of 1980 and 1984, how
ever, it is more plausible to talk of an evolving Republican realignment, increasing the Re
publican voter share from 33 percent in 1980 to 40 percent in 2004 (Meffert, Norporth, 
and Ruhil 2001). Nevertheless, in ANES data, Democrats are still the largest party with 
the support of 49 percent of Americans in 2004.

Aggregate party identification in America has exhibited even more movement if we look 
at other sets of time‐series data than is provided by ANES, for example, the Gallup survey 
or the CBS News and New York Times survey. In 1989 MacKuen, Erikson, and Stimson pi
oneered the use of surveys like that in measuring what they called macropartisanship—a 
proxy for aggregated party identification—measured monthly, not every other year as is 
the case for the Michigan studies.

Michael Meffert and his collegues comment thus on the new volatile findings: “The study 
of party identification has entered the twilight zone…Gone seems the days when partisan



Partisanship Reconsidered

Page 6 of 15

ship was regarded as an immovable object…There is no question that macropartisan
ship…has exhibited substantial movement over the last half century” (Meffert, Norpoth, 
and Ruhil 2001, 953). And they go on and ask the central questions—how serious can we 
take the movements and where do they originate from?

Meffert et al. take the movements seriously, as do Erikson et al., but others are more 
skeptical and prove that parts of the movements are due to measurement errors. Error 
correction models make shifts in macropartisanship more sluggish. And the conclusion 
bolsters the original Michigan idea. “In the end, the accumulated scholarship (p. 562)

shows that stability is indeed the outstanding feature of party identities” (Green, 
Palmquist, and Schickler 2001, 363). Robert Erikson and colleagues do not agree: “The 
key to understand the macropartisanship series is its long memory. The response of 
macropartisanship to new economic and political inputs may be imperceptibly small at 
the time of occurrence, but it will be long‐lasting” (Erikson et al. 2001, 370).

As Niemi and Weisberg conclude: “The question becomes whether the amount of change 
that occurs is better characterized as large enough to be meaningful or small enough to 
be ignored” (2001, 334). We are reminded of the classic problem—is the bottle half empty 
or half full?

3 What Does the Mover Move?
Party identification as a mover is not under contention. The Michigan Four said it first 
and most scholars agree that party identification is a mover, that is partisanship to a de
gree affects political attitudes like issue positions, policy evaluations, and leader populari
ty. Party identification creates a sort of perceptual screen and helps organizing voters' po
litical world‐view (Sniderman, Brody, and Tetlock 1991; Rahn 1993; Brader and Tucker 
2001b). Party sympathies structure peoples' perceptions of and attitudes toward, the 
body politic.

And, of course, party identification has a strong effect on behavior as well, most promi
nently on party or candidate choice, but also more generally on electoral participation. 
However, the effect on voting and campaign activity is more pronounced than the effects 
on other forms of political activity (Finkel and Opp 1991; Bäck and Teorell 2005). The de
cline in the strength of party identification in most west European countries has been ac
companied by a fall in turnout levels at the polls. If you do not find a party to identify with 
why bother to vote?

Reciprocal causation, however, is a potential problem in this context. Party identification 
is shaping behaviors, attitudes, and perceptions at the same time as it is shaped by atti
tudes and perceptions as well as by behaviors. Consequently, our estimates of the effects 
of party identification tend to be on the high side, exaggerating the impact. We need 
clever experiments and more panel studies to be able to better sort out this reciprocal 
causation problem.
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4 What Moves the Mover?
That party identification is a mover is not an issue, and has never been. What is con
tentious, however, is what moves the mover. The original claim in The American Voter is 
that party identification in essence is a non‐political attitude formed mainly (p. 563) by so
cialization during childhood and adolescence. Thereafter party identification is supposed 
to be immune to politics and economic change, except under really rare circumstances 
when a realignment can occur. Party identification was conceived as an exogenous vari
able affecting politics but not being affected by politics.

Critics of this notion of taking politics out of party identification have been around since 
the beginning but more noticeably since the 1970s. The counter‐theory among the revi
sionists is that party identification is a political variable influenced in the short term as 
well as the long term by political factors like ideological inclinations, economic fluctua
tions, issue positions, and evaluations of government and candidate performance. In 
short, in studies of voting behavior, party identification should be treated as an endoge
nous variable, not be sanctified as an unmoved mover.

It is probably most fair to say that most empirical studies tend to support the revisionist 
school. As Niemi and Weisberg (2001) say: “party identification does vary with some other 
factors…regardless of whether one believes party identification to be sticky, no one would 
argue that it does not change at all, either at the individual or the aggregate level” (334). 
And the other factors have to do with politics as well as with economic circumstances, 
and not only childhood socialization.

Defenders of the immune non‐political version of party identification, including Warren 
Miller (1992; Miller and Shanks 1996), do not dispute that there is some movement in 
party identification and that there is some impact of politics. But their argument is that 
political effects and all changes are minor when we consider measurement errors and 
factors like generational replacement. We are back to the problem of the half‐full or half‐
empty bottle, although most scholars would probably opt for the half‐full interpretation. 
Politics do have an impact on party identification, even in the short term.

In western Europe, the debate is less heated, but in a way very similar to the American 
discussion. The European focus, however, is on the strength component of party identifi
cation, not on the directional part. The issue is to what extent political considerations are 
driving the strength of partisanship among voters. One view is that political competition 
factors play a prominent role (Schmitt and Holmberg 1995), another that modernization 
and cognitive mobilization has rendered party identification less functional for voters, 
hence the decline in partisanship in western democracies (Shively 1979; Dalton 1984; 
Dalton and Wattenberg 2000). The first view—like the revisionists in America—sees party 
identification as clearly affected by politics, while the second view tends to place politics 
in the back seat and instead emphasizes the importance of more sociological factors and 
the general development of society.
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A recent European study involving six countries tests both these views and comes up with 
an ambivalent verdict for the modernization hypothesis as well as for the political hypoth
esis (Berglund et al. 2005). Party identifiers have become less numerous over time, as the 
modernization theory predicts. Partisanship is slowly eroding. But the development is far 
from monotonous and the same across countries. An interesting note is that strength of 
party identification is increasing somewhat, not decreasing, in recent elections in three of 
the European countries—Germany in 2002, (p. 564) Denmark in 2005, and the Nether
lands in 2002. The same small upward shift in partisanship is also noticeable in the Amer
ican presidential elections in 2004. Clearly, nation‐specific factors play a role. There is no 
uniform, secular trend downwards for partisanship in western democracies. The pattern 
differs rather dramatically by country. Furthermore, the micro‐theory underpinning the 
modernization theory is not supported. Contrary to expectations, cognitive mobilization 
operationalized as high education does not uniformly lead to less strength in partisan
ships. The political competition theory did fare a bit better. As expected, on the aggregat
ed national level there is some effect of left–right polarization on strength of partisanship. 
Individual‐level analysis confirms the results. Berglund and associates (2005) conclude: 
“The more polarized a party system is, the more partisans we find. But again, these politi
cal correlates of the development of party identification are modest at best, and cannot 
fully explain what goes on in the six West European countries…Political polarization is 
one factor in the evolution of partisanship, but certainly not the only one and perhaps not 
even a very powerful one” (124). A rather somber conclusion, which once again proves 
that empirical tests seldom lead to clear‐cut results.

However, the polarization idea gets some support, when applied to the US situation. In 
America, strong identifiers have been on the increase since the low‐point elections in the 
1970s—from 24 percent in 1976 to 34 percent in 2004. At the same time, the American 
party system has become more polarized. Studies show that people perceive more differ
ences between Democrats and Republicans today than in the 1970s (Wattenberg 1998; 
Hetherington 2001). The American parties have become more different and distinct in the 
eyes of the voters, making it easier and more meaningful to identify strongly with one of 
them.

As a contrast—and in support of the notion that polarization is important for partisanship
—data from Sweden, where strength of party identification is falling, show that people 
over the last twenty years perceive fewer and fewer ideological differences between the 
parties, especially between the Social Democrats and the largest non‐socialist party, the 
Conservatives (Holmberg and Oscarsson 2004).

The results in Figure 29.2 show the development of strong party identifiers in America in 
comparison with Sweden. The two curves highlight two very different, and for some peo
ple maybe surprising, developments. Strong identifiers are on the increase in America 
while they are becoming fewer in Sweden. It is worth repeating the American result since 
many political pundits in the US seem unaware of the fact that strength of party identifi
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Fig. 29.2  Strong Party Identifiers in USA and in Swe
den since the 1950s

cation has not been going down for the last thirty years, and when it comes to strong 
identification, it has actually been on the increase.

Com
ment: 
The mea
surement 
of party 
identifica
tion is not 
exactly 
identical 
but very 
similar 
between 
USA and 

Sweden. In the Swedish case, the measurement was somewhat different 
in the elections 1956–64 compared to in the later elections. For details 
on how party identification is measured in Sweden, see Holmberg 
(1994).

Thus, parties are strengthening their position among voters in America and weakening 
their hold in Sweden. According to the political theory of party identification, one impor
tant reason for these developments is increased party polarization in the US and de
creased polarization in Sweden. And observe that modernization theory cannot explain 
the difference between the USA and Sweden unless we entertain the notion that America 
has become less modernized during the last couple of decades. (p. 565)

5 Evidence from Emerging Democracies
Most research on party identification has been done in established democracies, especial
ly in the United States. However, emerging democracies with newformed party systems 
give us a golden opportunity to study the origins and development of partisanship in new 
ways. Data from new democracies are useful to supplement knowledge from established 
democracies. In the latter case—in the older democracies—“the origins of partisanship 
are obscured by the fog of history. At best, scholars can study the processes of socializa
tion and conversation” (Greenstein 1965; Jennings and Niemi 1981; Shively 1979, cited 
from Brader and Tucker 2001a, 1). In new democracies the Big Bang of party birth can be 
studied when it happens, not decades afterward.

So far, results are scattered and rather ambiguous, especially concerning the Russian 
case. Studies using self‐identification measures tend to find few party identifiers and 
more people with multiple attachments in Russia and Eastern Europe (White, Rose, and 
McAllister 1997; Schmitt forthcoming). Other studies relying on indirect measures of par
ty attachment find more evidence of the emergence of enduring partisanship in Russia. 
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When it comes to the processes behind the crystallization of party attachments most stud
ies point at the importance of rational, deliberative, and political factors (Miller and 
Klobucar 2000; Brader and Tucker (p. 566) 2001b; Dalton and Weldon 2005). Social identi
ty theory gets weak support in Russia. Peoples' social place in society have only modest 
and indirect effects on the strength and origin of partisanship (Brader and Tucker 2001b).

Results from research on partisanship in emerging democracies in Latin America point in 
the same direction as the studies from eastern Europe. Party identification is mainly 
shaped by political factors, not social variables. And it is not an especially stable phenom
enon. For example, dealignment trends are already visible in new democracies in Latin 
Amreica (Sanchez 2003; Hagogian 1998; Dalton and Weldon 2005).

6 What to do?
The answer is not to wring our hands and conclude that party identification is a fuzzy 
concept with foggy empirical foundations. Instead, the answer must be the usual and 
rather cheerful one—keep on working. Party identification deals with a much too impor
tant phenomenon to be abandoned. As long as party‐based democracies are around, 
people's different relationships with the major actors—the parties—must be conceptual
ized and measured. Maybe the Michigan invention from the 1950s is not the best solution 
or the only possible solution.

Fifty years of research using the American Voter's version of handling party attachments 
has proved party identification to be an extremely useful, yet a profoundly unclear con
cept. However, the problems that have appeared have less to do with the original version 
of the concept of party identification. After all the Michigan Four created a fairly concise 
variable with the intent of measuring a primarily affective relationship between people 
and their preferred party. Cognitions and politics were not supposed to play a large role. 
But when researchers—including to a degree the Michigan Four themselves—began to 
use the concept and interpret results, problems surfaced. Scholars started to broaden the 
concept and read in more phenomena than were originally intended.

This critique strikes the revisionists in particular. They try to change a non‐political and 
affective concept into a cognitive and political concept. Party identification according to 
the Michigan Four is a different idea than party identification according to Fiorina and 
the revisionist school. We are talking about two different theoretical notions that ideally 
should be measured and tested separately. A concept and a theory which try to lump 
everything together is not very useful. Lean and mean concepts are more scientifically 
useful.

Consequently, we should not try to bridge the two or more sides of the discussion. Com
promise or looking for middle ground is not the way to go. On the contrary, we should 
specify different concepts and create different operationalized measures. For example, 
one concept focused on affective relationships between voters and parties (p. 567) and an
other for more cognitive and evaluative relationships. The former concept could prefer
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ably retain the name party identification, while the latter concept could be called parti
sanship. Ideas like this are not new. They have been discussed by, among others, Mikael 
Gilljam (2003).

A consequence might be that the old Michigan concept with the accompanying seven‐
point measuring scale has to go. There are already ideas and suggestions for different 
measuring techniques in the social identity literature (Brewer and Silver 2000; Greene 
2004). How to conceptionalize and measure the new partisanship variable is a challenge 
for the revisionists. There is no lack of possibilities already in use in election studies 
around the world. Like‐dislike scales, party sympathy or closeness questions, and ques
tions evaluating party policies come immediately to mind.

A solution along these lines is tempting but maybe unviable given all theoretical and mea
surement problems in keeping the two concepts separate. For example, will not affective 
party identification and evaluative partisanship be too closely correlated, making them 
difficult to use separately in practical studies? Well, that is an empirical question that can 
be answered when we have defined and started to systematically measure the new con
cepts of party identification and partisanship.

The gauntlet is thrown down.
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Abstract and Keywords

This article looks at the personalization of politics, starting with a careful examination of 
the evidence that leaders are becoming more important. The role of electronic media in 
personalizing politics and politicians is examined, along with institutions and political 
leadership. The concept ‘political priming’ is introduced, which is the process where lead
ers are evaluated by voters based on the leader's performance on issues considered im
portant to the voters. The consequences of the personalization of politics and the decline 
of electoral participation and parties are discussed in the last portion of the article.

Keywords: personalization of politics, electronic media, political leadership, political priming, consequences, de
cline of electoral participation

IN a trend that has been shared by all of the liberal democracies, politics has become in
creasingly personalized. It is now commonplace for governments to be named after their 
leader, rather than after the party that holds office, particularly if the party and its leader 
have won successive elections. This phenomenon is often traced to the election of Mar
garet Thatcher in Britain in 1979 and Ronald Reagan in the United States in 1980, two 
strong, charismatic leaders whose profile within the electorate easily eclipsed that of 
their respective parties. However, it is often forgotten that the earliest post‐war manifes
tation of a leader surpassing the popularity of his party was Pierre Trudeau's election as 
Canadian prime minister in 1968, when newly enfranchised younger voters responded to 
the new prime minister's “swinger” image by giving birth to “Trudeaumania”.

Nor is the trend towards the personalization of politics restricted to presidential systems, 
its traditional institutional home. The popular focus on leaders now appears common
place across almost all of the major parliamentary systems, where parties once occupied 
center stage. The focus on leaders within parliamentary systems has been so marked over 
the past two decades that it has spawned a large literature that variously labels it the 
“presidentialization of politics” (Mughan 1993; Poguntke and Webb 2005), “institutional 
presidentialization” (Maddens and Fiers 2004), and “presidential parliamentarism” (Haz
an 1996). Despite the diverse labels, the common underlying theme of these works is that 
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the operation of democratic systems is experiencing fundamental change, without any 
concomitant change in their formal institutional structures.

(p. 572)

Explanations for the personalization of politics vary, but one that is often advanced is the 
growth of the electronic media and its consequences for politics, particularly in the con
duct of national elections (Bowler and Farrell 1992; Glaser and Salmon 1991). The elec
tronic media are seen as crucial in shaping the way that governments communicate with 
voters and in how they seek to convert them. At the same time, party leaders exploit their 
exposure in the electronic media in order to attract votes. Whatever the importance of 
the media in this process, no single explanation accounts for the increasing personaliza
tion of politics in democratic societies, and it is clear that a complex and multi‐causal 
process is at work. This chapter examines the evidence for leaders becoming more impor
tant, and reviews the explanations that are advanced to explain it. The final section exam
ines the potential consequences of this change.1

1 Leaders and Democracy: The Evidence
Considerable impressionistic evidence supports the idea that leaders have become more 
important in democratic societies. Studies of election campaigns routinely find major par
ty leaders gain consistently stronger recognition as polling day draws closer, while the 
visibility of minor party leaders exhibits little change (Bartels 1988; Miller et al. 1990; 
Page and Shapiro 1992). However, rigorous tests of the proposition are rare, for three 
reasons. First, collecting consistent overtime data is difficult, and making such estima
tions across a range of countries even more so. Second, since the personalities (and the 
popularity) of leaders changes continuously, observing any consistent trend becomes 
fraught with methodological problems as leaders fade in and out of the public's view. 
Third, the types of qualities that voters see as most important in their leaders has 
changed, and at least part of that change may well be a consequence of increases in vot
ers' levels of education, as much as other changes (Miller, Wattenberg, and Malanchuk 
1986).

Substantial evidence supports the view that leaders are increasingly visible to the mass 
public during elections.2 Particularly important is the mass media's propensity to mention 
candidates rather than the parties to which they belong during elections campaigns. Ta
ble 30.1 shows the ratio of candidate to party mentions for five advanced democracies for 
periods ranging from 1952 onwards. The results show that in four of the six countries 
there is a marked and consistent trend towards more candidate than party mentions in 
news stories. For example, in the 1952 US presidential election there were 1.7 candidate 
mentions for every one party mention; (p. 573) by the 1996 election this ratio had in
creased to 5.6 candidate mentions for each party mention, more than a threefold in
crease. There was also a threefold increase in Austria between 1966 and 1995, and an al
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most twofold increase in the United Kingdom. The only exception to the upward trend is 
Canada.
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Table 30.1 The ratio of candidate to party mentions during elections in five democracies
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United States United King
dom

Austria France Canada

1952 1.7

1956 2

1957 1.2

1958 0.7

1959 1.3

1960 3

1964 3

1965 4.3

1966 0.8 0.4

1968 3.6 1.7

1972 3.6

1974 0.9 4.4 2
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1975 0.4

1976 4.5

1980 5.2

1981 3.7

1983 1.3

1984 1.1

1986 1

1987 1.1

1988 5.2 5.4

1992 1.1

1995 1.3 5.6

1996 5.6

1997 1.3 1.6

Source: Dalton, McAllister, and Wattenberg (2000, table 3.6).
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Other research comes to similar conclusions. Evidence from parliamentary systems di
rectly relating the popularity of leaders to the probability of voting for a party show con
sistently strong effects, although of a much lesser degree than is often supposed once 
other factors are taken into account (for a discussion, see Holmberg and Oscarsson 
2006). Graetz and McAllister (1987) used summary (thermometer) (p. 574) scores of the 
party leaders in the 1974, 1979, and 1983 British general elections to show that while 
leader evaluations had a major impact on defection and conversion between the parties, 
the net effect on the three election outcomes was comparatively small. The largest effect 
was in 1983, when the relative standing of the two major party leaders—Margaret 
Thatcher and Michael Foot, both of whom were from the radical wings of their respective 
parties—influenced the vote by about 4 percent. In a comparative study of Australia and 
Britain, Bean and Mughan (1989, 1174) reach similar conclusions.3

Interest in the electoral appeal of political leaders comes at a time when scholarly re
search has concluded that the way in which a voter accumulates information about a can
didate—personal as well as political—is an essential tool that enables her to make judg
ments about the suitability of the competing candidates for elective office. Miller, Watten
berg, and Malanchuk's (1986) study of how US voters viewed presidential candidates be
tween 1952 and 1984 found that “the overall basic structure employed in candidate ap
praisals” remained stable over the period of the surveys. However, there was a trend to
wards such attributes as competence, integrity, and reliability becoming more important 
over the period. There was also some evidence that non‐political, personal mentions had 
decreased overtime, although the authors concluded that much of that change could be 
attributed to the diverse personalities of the candidates being evaluated rather than to 
any underlying structural change in how voters evaluate candidate traits.

Similar findings have come from research by Wattenberg (1991; see also Huang and Price 
2001; Keeter 1987; McAllister 1996, 291) who examined the proportion of US voters who 
mentioned economic, partisan, and sociological factors for voting either for or against a 
presidential candidate over a forty‐year period. In line with the decline in partisanship, 
the proportion of the American electorate who spontaneously evaluated the candidates 
along partisan lines declined from around one‐third in 1952, to just 14 percent in 1992. 
Sociological factors, such as group‐related mentions, remained relatively constant over 
the period. The major change was the proportion of respondents who mentioned econom
ic factors in their evaluations of presidential candidates, rising from 13 percent of all vot
er evaluations in 1968 to 57 percent in 1992. This supports the contention that political 
leaders have become electorally important in their own right, by personifying the policy 
platforms of their respective parties.

These findings derive, of course, from a presidential system. Do they also hold for parlia
mentary systems as well? Bean (1993, 129) suggested that they do, and provided evi
dence from Australia and New Zealand to support his assertion. His caveat is that in pres
idential systems, candidates act as surrogates for their parties and as a consequence ab
sorb the programmatic traits that would otherwise be the responsibility of their party. In 
parliamentary systems, by contrast, since parties are stronger and more disciplined, lead
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ers are more likely to be evaluated on their non‐political, personal qualities. In their study 
of Australia, Britain, and the United States, Bean (p. 575) and Mughan (1989) found evi
dence to support this proposition, although the differences they detect were not large. As 
a result, Bean (1993, 129) concluded that the weight of performance evaluations on the 
vote is similar “across both national and temporal boundaries, for parliamentary as well 
as presidential political systems and for many different individual political leaders, 
whether they have stronger or weaker images and whether they are incumbents or non‐
incumbents.”

In shaping electoral outcomes, leaders clearly matter, though by a much lesser margin 
than is often supposed, once a wide range of other factors are taken into account. There 
is also substantial evidence that voters judge candidates against certain traits that enable 
them to make a summary evaluation about the likely performance of the candidate if he 
or she is elected to office. However, much of the evidence is country‐specific, and firm 
conclusions are complicated by the changing personalities involved and by the specific 
events and circumstances surrounding particular elections. While the evidence is there
fore tentative, it does suggest that voters in parliamentary systems are becoming more 
candidate‐centered in their voting, compared to voters in presidential systems. At the 
same time, it would appear that voters in presidential systems are evaluating candidates 
in a more instrumental and less partisan way. In the sections that follow, some explana
tions for these trends are advanced.

2 Institutions and Political Leadership
Variations in institutional arrangements have clear and important effects on the nature 
and style of political leadership, with the major distinction being between presidential 
and parliamentary systems (McAllister 1996).4 Almost all presidents are popularly elect
ed, usually by means of direct election, or occasionally through some form of electoral 
college.5 Regardless of the electoral system, presidential systems conform to Verney's 
(1959, 75) defining characteristic of the type, namely, that “the executive is responsible to 
the electorate.” Presidentialism generally encourages individual responsibility, since ex
ecutive authority resides with an individual who is elected to the position for a fixed peri
od of time. In addition, party discipline is often weak in presidential systems, since the 
president's political survival does not depend on the unity of the governing party.

(p. 576)

Among parliamentary systems, there is a distinction between systems that have coalition 
arrangements, a pattern that is found throughout Europe (Laver and Schofield 1990), and 
those (mainly democracies in the Westminster tradition) that have majoritarian arrange
ments. Parliamentary arrangements encourage collective responsibility, so that the execu
tive is both dependent upon the confidence of the members of legislature and account
able to them. The operation of parliamentarism also encourages party government, so 
that in contrast to presidential systems, party discipline is a primary factor in maintaining 
executive authority (Katz 1986). In parliamentary systems, parties frequently go to con
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siderable lengths to retain the loyalty of their elected members, and to ensure party disci
pline, since these are the attributes on which their political survival rests (Bowler, Farrell, 
and Katz 1999).

Presidential systems have fixed terms for their leaders, so retaining office is not normally 
dependent upon the day‐to‐day confidence of the legislature. This permits presidents 
greater flexibility in formulating and implementing policy without the risk of an unexpect
ed election to upset their plans. In parliamentary systems, by contrast, the survival of the 
executive depends upon the confidence of the legislature. The executive can therefore be 
removed at any time by the legislature, usually following the passing of a vote of no confi
dence. In practice, this means that a prime minister must make it a priority to retain the 
confidence of his or her party colleagues and to more carefully refine his or her perfor
mance in office, since the date when the government will be judged by the electorate at 
the polls is less certain.

It follows that presidents have much greater executive authority than their prime ministe
rial counterparts, and they also have more autonomy in their ability to shape policy—
though not necessarily in their power to implement it. While we need to distinguish ef
fects which can be attributed to specific personalities, there is clear evidence that the 
post‐war operation of parliamentary systems has moved closer to this presidential model. 
Like presidents, many post‐war British prime ministers have accumulated considerably 
greater power and authority when compared to their pre‐war counterparts (King 1994; 
Rhodes 1995). In many Westminster systems, it is often argued that government based on 
collective cabinet responsibility has been undermined by these changes, in part by the in
creased complexity of modern decision making, but also by the centralization of prime 
ministerial authority. Moreover, in majoritarian parliamentary systems, the prime minis
ter now exercises unprecedented power in shaping ministerial careers, a crucial tool in 
ensuring compliance and centralizing authority.

The type of electoral system also can influence the nature and direction of political lead
ership, although it is difficult to measure and highly variable across countries. Electoral 
systems are easily manipulated by politicians and parties since they are rarely constitu
tionally embedded, unlike presidentialism or parliamentarism.6 There is increasing de
bate about electoral reform in the established democracies, such as Italy, Japan, New 
Zealand, Israel, the UK, and Canada; this is in addition to debates (p. 577) about the elec
toral systems most suited to the wide range of newly democratizing countries (see 
Taagepera 2002). Among the list of items that feature in these deliberations is the nature 
and degree of linkage between politicians and voters. This is viewed as a major factor be
hind the recent fashion for mixed systems, whose principal virtue is supposedly that they 
represent a balance between the proportionality found in multi‐member systems, while 
preserving the personal link between the politician and the voter (Shugart and Watten
berg 2001).7

Traditionally, electoral systems are evaluated for their ability to “represent” social and 
ethnic groups. More recently, attention has shifted to the choice that is offered to voters, 
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the consequences of such choice for democratic stability, and in the way that voters exer
cise their choices to evaluate candidates (Farrell and McAllister 2006). Electoral systems 
that permit voters to discriminate between candidates have more potential for leaders to 
influence the vote than, for example, party list systems where parties determine the order 
of candidates. The main distinction is between ordinal systems (such as preferential sys
tems like STV) where voters have more choice, either by selecting multiple candidates or 
by rank ordering them, and categorical ballots (such as closed list) where voters have few 
choices in determining the fate of individual candidates (Bowler and Farrell 1993; 
Shugart 2001).

The new democracies of central and eastern Europe represent a special case in the role 
of political institutions in shaping political leadership. The autocratic nature of the old 
communist regimes has been a legacy that many have found difficult to leave behind, and 
political instability and economic stress have combined to influence many voters to seek a 
“strong leader” to overcome their problems. This has been most notable in Russia, where 
Valdimir Putin has exploited this widespread popular desire in order to centralize political 
authority (Rose and Munro 2002). Across most of the post‐communist societies, institu
tional arrangements (whether presidential or parliamentary) often matter less than par
ticular individuals and the constellation of issues that shape political conflict (Baylis 
1996). However, research by Beliaev (2006) in twenty‐two post‐communist societies has 
concluded that presidential systems with stronger executive powers have fared worse in 
democratic performance compared to either parliamentary systems or presidential sys
tems with weak executive powers.

The nature of legislative, executive, and electoral institutions moulds the style and sub
stance of political leadership within a country. However, many of the changes in political 
leadership that are taking place, particularly in parliamentary systems, occur in the ab
sence of any significant institutional change. This holds in countries such as Britain, that 
have unwritten, evolving constitutions, as well as in countries with formally defined con
stitutional rules. There has been a changing interpretation of the formal and informal 
rules that govern how politics operates with respect to political leaders. While there are 
instances of institutional reforms that promote the (p. 578) personalization of politics—
electoral reform, for example, or the direct election of the prime minister in Israel—such 
examples are few. In the next three sections non‐institutional explanations for the person
alization of politics are evaluated.

3 The Electronic Media and Personalization
Many of the observed changes in the role of political leaders in the established democra
cies is traced back to the growth of the electronic media, and especially television during 
the 1950s and 1960s. In the early years of television's development, relatively few re
sources were devoted to the coverage of politics, which was seen as not well suited to the 
new medium (Patterson 1993). That view changed rapidly as the potential of television to 
market politics to voters became apparent (Schudson 2002). In the 1952 US presidential 
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election campaign, Dwight D. Eisenhower, the successful candidate, made extensive use 
of television advertising for the first time. His exposure on television is credited with por
traying him to voters as a warm and friendly personality, in contrast to his opponent, Ad
lai Stevenson, who refused to follow suit and appeared aloof and detached (Barkin 1986; 
West 2001).

While television had an early role in US politics, it was slower to demonstrate its poten
tial in the major parliamentary systems. Nevertheless, by the 1960s the television cover
age of politics—and especially political leaders—was established, and television began to 
influence the way in which voters viewed their leaders. In Britain, the 1964 general elec
tion was the first to be systematically covered by television;8 perhaps coincidentally, it 
was the first election in Britain where analysts used the term “presidential” to describe 
the character of the campaign (Mughan 2000, 27). Similar findings showing the link be
tween television and personalization have been observed in other parts of Europe, al
though the effects are uneven, and often contingent on the types of personalities in
volved, the electoral context, and the issues that dominate during the campaign (Kaase 
1994; Kleinnijenhuis et al. 2001). By the late 1960s, television was an indispensable tool 
for modern election campaigning in virtually all of the established democracies (Bowler 
and Farrell 1992; Norris et al. 1999).

One indication of the profound nature of the impact of television on political leaders is the 
increasing importance of televised leaders' debates during national election campaigns 

(Hellweg, Pfau, and Brydon 1992). The first debate was held in the United States be
tween John F. Kennedy and Richard Nixon during the 1960 presidential election cam
paign and is credited with winning Kennedy the presidency. (p. 579) In the words of one 
television executive at the time, “Kennedy was bronzed beautifully…Nixon looked like 
death” (quoted in Druckman 2003, 563). The next televised leaders' debate was not until 
the 1976 election, when Gerald Ford debated with Jimmy Carter. The two 1976 debates 
were seen as significantly increasing not just the personal profiles of the two major candi
dates, but in improving voters' knowledge of the issues (for a review, see Holbrook 1999).

Largely as a consequence of the US experience with televised debates, by the 1980s the 
idea of a leaders' debate had spread to the established parliamentary democracies. Of 
forty‐five democracies that were examined in the mid‐1990s, all but four had held a lead
ers' debate at the immediate past election (LeDuc, Niemi, and Norris 1996, 45–8). Per
haps the only established parliamentary democracy where a leaders' debate is consistent
ly resisted is Britain.9 In most other countries, the debate is now an established and for
mal part of the election campaign, the only point of disagreement between the parties be
ing the number of debates and their closeness to polling day, with the incumbent wishing 
to minimize the risks of a live television debate by having fewer and earlier debates, the 
challenger wishing to maximize it by later and more frequent debates (Schroeder 2000).

The new democracies of central and eastern Europe have been quick to utilize television 
for political purposes. With many of these countries still in the early stages of democratic 
consolidation and with fragmented, unstable party systems and voters who exhibit few 
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partisan loyalties, the media has exercised an undue influence in shaping election out
comes. In Russia, the pro‐Putin state television network had a major influence on the out
comes of the 1999 parliamentary and 2000 presidential elections (White and McAllister 
2006; White, Oates, and McAllister 2005). It is hardly surprising, then, that across many 
of the new democracies, media laws and the accompanying financial arrangements are a 
major source of dispute among politicians (Voltmer 2006).

Television's concentration on the personalities of the political leaders and the way in 
which it uses those personalities to frame political issues and events has several explana
tions. The most obvious is how television presents information to its viewers. Because of 
the way in which it communicates information through visual images, it is easier for tele
vision to disseminate information through a familiar personality rather than through an 
abstract document or an institution (Glaser and Salmon 1991; see also Ranney 1983). In 
turn, these visual images make it easier for viewers to develop a rapport with the politi
cians they see on television, and to empathize with their goals. Viewers may place them
selves in the role of the candidates they see on television, or in the role of the interview
ers who interrogate them, and as a consequence gain a better understanding of the 
politician's views. For television, political leaders represent a convenient visual shortcut 
to capture and retain the viewer's attention, particularly if the information overlaps with 
the leader's personality.

(p. 580)

While it is tempting to see television as the prime mover behind the personalization of 
politics, political parties also play a key role in the process. Parties find it easier to mar
ket political choices to voters through a familiar personality, who can promote the party's 
policies much more effectively to voters when compared to the simple dissemination of a 
press release or through the publication of a policy document. When framed within the vi
sual context of television, the leader can promote the policy and then be questioned by an 
interviewer, who vicariously represents the interests of voters, further heightening popu
lar interest in the policy. When the party is in government, the reinforcement of policy 
and personality that television can deliver—emphasizing such values as authority and 
competence—can enhance the already substantial advantages that accrue to incumbency, 
benefiting the government's popularity (McAllister 1996).

The desire of voters to hold governments accountable for their actions provides a further 
explanation for the emphasis on the personalities of the leaders. Voters prefer to hold an 
individual accountable for government performance (or, occasionally, for the performance 
of the opposition), rather than an abstract institution or a political ideal (Bean and 
Mughan 1989). This tendency is more important in a parliamentary system, where collec
tive cabinet responsibility and the fortunes of the government as a whole may blur ac
countability in the eyes of the public. Personalization can be especially problematic in a 
coalition arrangement where accountability is more difficult to assign. By focusing atten
tion on the prime minister as the individual who is accountable for the government's col
lective performance, the public finds it easier to deliver reward or punishment, when 
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compared to an abstract collectivity. As a result, there is a general trend towards a 
stronger correlation overtime between prime ministerial popularity and the public's rat
ing of government in both Australia and Britain (Lanoue and Headrick 1994; McAllister 
2003).

4 Television and “Political Priming”
A further refinement on the way in which television projects the personalities of political 
leaders is the phenomenon of “political priming.” Political priming is the process by which 
leaders are evaluated by voters, based on a leader's performance on the issues that are 
considered to be of importance to voters. Since voters cannot make an exhaustive evalua
tion of all aspects of a leader's performance, “their evaluations depend on a modest sam
ple of what they know, and a sample of convenience at that” (Kinder 1998, 181). Typically, 
voters focus on a small number of issues, which are systematically linked to the leader 
and their performance on those issues continuously evaluated (Iyengar and Kinder 1987). 
As new information (p. 581) emerges about political leaders and their performance, this 
modifies how voters view the leader's key personality traits. Ultimately, such popular 
evaluations of political leaders, aggregated over a period of time, come to influence elec
toral outcomes (for a review, see Krosnick and Kinder 1990).

Political priming is consistently important in presidential systems, since the exclusive fo
cus on the president provides the electronic media with the greatest opportunity to evalu
ate presidential performance across a wide range of issues, domestic and international. 
Not surprisingly, most research on priming in presidential systems comes from the United 
States (for a review, see Kinder 1998).10 Priming also takes place in parliamentary sys
tems, by focusing on the prime minister, but the evaluation of prime ministerial perfor
mance is more difficult if there is one or more opposition leaders whose performance 
must also be taken into account by the public. The extreme case is a multi‐party system 
where there are several political leaders, and in these instances the media must provide a 
distinct message about the performance of each (Gunther and Mughan 2000).

Television has a central role to play in determining how and in what way this priming 
takes place, by shaping how the issue is framed and presented to the public. Television 
news executives decide whether or not to focus on a particular issue or event. Since the 
range of potential issues is vast, from moral issues like abortion or euthanasia, to eco
nomic issues involving inflation or general economic management, television must make a 
choice on which ones to concentrate on. What the media decides, and how often they 
choose to cover a topic in their news stories, plays a key role in making an issue political
ly salient, by priming voters on it (Mutz 1992). The decisions that the electronic media 
take can even determine whether or not voters are likely to have a view on the issue in 
the first place. Television can imply that a leader is responsible for creating a problem in 
the first place. Even if the leader is not responsible for creating the problem, as in the 
case of a natural disaster, then the leader can be held responsible if it is not solved (Iyen
gar 1991; Iyengar and Kinder 1987; Kinder 1998).
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Political priming by the media occurs most frequently on issues of war or peace, or for
eign policy, where the options are clear and where the performance of the leader in han
dling the issue is easily understood within the electorate. Several studies show the impor
tance of the electronic media in shaping the performance of the United States president 
on such issues as the 1991 Gulf War and the bombing of Iraq (Edwards and Swenson 
1997; Krosnick and Brannon 1993), and European studies have show the importance of 
priming on such issues as European integration, where there is also a clear choice (de 
Vreese 2004). Priming is obviously more difficult if the issues are complex, particularly 
where they involve economic management, and if it is an issue on which party cues are 
weak. In contrast, the growth in education in the second half of the twentieth century 
provides voters with more cognitive skills with which to process the necessary informa
tion, thus diminishing uncertainty and risk in the process of priming (Alvarez 1997).

(p. 582)

Does the way in which television portrays leaders and their personal characteristics influ
ence the vote? There is little doubt that the presence of the visual images and non‐verbal 
cues conveyed by television has significant effects on how voters evaluate candidates. 
Druckman (2003; see also Graber 2001) conducted an experiment to show that those who 
saw a visual replay of the 1960 Kennedy–Nixon debate reacted differently to those who 
listened to the audio version. Those who saw the visual version placed greater reliance on 
their personal perceptions of the candidates than those who listened to the audio version. 
Nevertheless, generalized conclusions are problematic, because of the complexities in
volved in evaluating the direct electoral influence of television (Miller and Krosnick 
2000). We can say with certainty that while television exposure is a necessary condition 
to ensure a leader's electoral competitiveness, it is not a sufficient condition for his or her 
electoral success.

5 The Decline of Parties and Electoral Partici
pation
Popular perceptions of political leaders are usually traced back to political socialization, 
and to the experiences of adolescents in the years before they join the active electorate 
(Conover and Searing 2000; Jennings and Niemi 1974). This process of socialization is al
so linked to the emergence of partisanship, and across most of the established democra
cies for which reliable data are available how people view their leaders is strongly associ
ated with feelings of partisan attachment (Miller, Wattenberg, and Malanchuk 1986). The 
link between partisan attachment and leader image is particularly strong in parliamen
tary systems. Some of the earliest voting studies in Britain found that citizens' views of 
the party leaders were associated with the popular images of the parties themselves, to 
the extent that they were almost indistinguishable (Milne and Mackenzie 1954; see also 
Butler and Stokes 1974). Similar findings emerge from other parliamentary systems 
(Bean 1993; Graetz and McAllister 1987).
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If partisanship is declining, then it follows that how voters view their leaders will also 
change significantly as a result. The widespread partisan dealignment in most advanced 
democracies in the past several decades is the most profound change that has taken 
place in voting behaviour since the 1920s (Clarke and Stewart 1998; Dalton and Watten
berg 2000; Webb, Farrell, and Holliday 2002). With weaker partisan loyalties, and in the 
absence of strong social links to specific parties, such as class or religion, voters are more 
likely to switch their vote between elections, or to abstain. In these circumstances, weak
er voter attachments to parties should enhance the role of the leader in both the mobiliza
tion and conversion of the vote. In the absence of party cues, voters will rely more heavily 
on the appeal of the candidates' personalities in order to decide their vote.

(p. 583)

In line with many other social and technological changes in the advanced democracies, 
the traditional concept of the mass party has been in decline for more than half a century, 
most notably in the Westminster systems where they first originated (Scarrow 2000). The 
decline of parties as mass organizations and the increasing difficulty that parties en
counter in mobilizing the vote has often shifted citizens' attentions away from local elec
tion campaigns and towards the national political stage, a trend that has been hastened 
by the growth of the electronic media. At the same time, the major parties have shifted 
their emphasis during election campaigns from local candidates to national political lead
ers, in turn elevating to high office those who they believe will exercise the maximum ge
ographical and social appeal to voters (McAllister 1996). As a result, there is now less em
phasis on a party's policies than in the past, and more emphasis on the personalities of 
the leaders who will have to implement those policies if they win election (Wattenberg 
1991, 13–30).

A further change in the political context that influences the role of leaders in electoral 
choice is the decline of electoral participation. Turnout has declined across the estab
lished democracies (Blais 2000 and chapter in this volume; Wattenberg 2002), and after 
an initially high level, among the newly democratized post‐communist states as well 
(Kostadinova 2003). The assumption is that declining turnout will enhance the role of the 
president or the prime minister, by focusing greater attention on the leader's role in mo
bilizing the vote, above and beyond party considerations. In addition, the decline in elec
toral participation should produce voters who may be more motivated by economic self‐
interest in reaching their voting decision, since their more apathetic counterparts would 
abstain. This conclusion is in line with findings which show that the greater propensity of 
late deciding voters in Australian, British, and US elections are more likely to be rational 
and calculating, rather than capricious or disinterested. In such a context, the role of the 
leader in framing and promoting policies to attract these voters may well become more 
important over the course of time (McAllister 2002).

This change in the partisan and electoral context has several important consequences for 
the personalization of politics. First, political leaders are now important not just for voter 
conversion, but for mobilization as well, traditionally the major function of the political 
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parties. To the extent that voters respond to the personalities of the leaders (either posi
tively or negatively) their probability of voting will increase. Second, leaders now hold 
their positions by virtue of a personalized mandate, rather than because of a support base 
within the party (Poguntke and Webb 2005, 9). This means that leaders can appeal to vot
ers over the heads of the party, bypassing party factions and activists.11 Third, once a 
leader is popularly elected, the personalized mandate that he or she possesses will con
vey considerable policy autonomy, with little or no recourse to the party machinery (see 
Poguntke and Webb 2005 for longer discussion).

(p. 584) 6 The Consequences
There is little doubt that politics has become more personalized over the past half‐centu
ry. The trend is especially pronounced within the established parliamentary democracies, 
where the character and style of election campaigning, the presentation and promotion of 
policies, and the executive authority of the prime minister have all changed markedly 
from what was observed a generation earlier. The phenomenon of personalization has al
so emerged in the former post‐communist states, although here its origins lie in the lack 
of confidence in political institutions engendered by the communist legacy, which has giv
en greater prominence to political personalities (Rose and Mishler 1994). While the caus
es of the personalization of politics are numerous and complex, it does appear that inter
national trends in political communications have become so uniform and pervasive that 
they dwarf all other explanations (Negrine 1996; Schudson 1995).

What are the consequences of the personalization of politics for electoral politics? The 
trend towards the emphasis on leaders is likely to further exacerbate the decline in politi
cal parties, since their programmatic function is being steadily absorbed by the major 
party leaders who, in any event, hold a personalized rather than a party mandate. There 
may be greater electoral volatility, which is already occurring as a result of partisan 
dealignment and the declining political influence of social structure (Dalton and Watten
berg 2000). As leaders come and go, and electoral mobilization and conversion comes in
creasingly to depend on political personality rather than party program, there is scope for 
even more electoral volatility. At the same time, election campaigns will become more im
portant in determining outcomes, featuring personal images as much (or more than) par
ties and policies; this is already a trend which is one of the more visible consequences of 
personalization (Bowler and Farrell 1992; Mancini and Swanson 1996).

What are the consequences of the personalization of politics for democratic governance? 
First, leaders will enjoy much greater autonomy in policy making because of their person
alized mandate; a dramatic recent example was the commitment of troops to Iraq by Aus
tralia and Britain, largely as a consequence of their respective prime ministers' personal 
commitment to the US president, George W. Bush. Second, the increasing presidentializa
tion of parliamentary systems will lead to demands for institutional reform to accommo
date these new practices. One example has been calls for the direct election of the prime 
minister (Maddens and Fiers 2004). To date, this was implemented only in Israel, be
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tween 1992 and 2001 (Hazan 1996), but it has been considered in countries as diverse as 
Japan, the Netherlands, and Italy.12 The motivation behind the proposal is to prevent the 
parliamentary system from being undermined by an undue emphasis on the (p. 585) per
sonalities of the major party leaders, and a consequent weakening in the legitimacy of the 
parliamentary system itself.

The personalization of politics has also progressed significantly in the parliamentary 
democracies. With the profound political changes that will result from internet communi
cation technology, the next decades may see at least as much change in political leader
ship as the past few decades. Since the main changes in political leadership that have oc
curred are in style and informal convention rather than in legal rules, we can expect 
greater pressure to reform institutional structures in order to curb personal political au
thority and personalized mandates; some embryonic attempts have already been made in 
that direction. But in the absence of any radical changes, the personalization of politics 
will remain a—and perhaps the—central feature of democratic politics in the twenty‐first 
century.

References

Alvarez. R. 1997. Information and Elections. Ann Arbor: University of Michigan Press.

ARIAN, A., and SHAMIR, M. 2001. Candidates, parties and blocs: Israel in the 1990s. 
Party Politics, 7: 689–710.

BARKIN, S. 1986. Eisenhower's secret strategy: television planning in the 1952 cam
paign. European Journal of Marketing, 20: 18–28.

BARTELS, L. 1988. Presidential Primaries and the Dynamics of Public Choice. Princeton: 
Princeton University Press.

BAYLIS, T. A. 1996. President versus prime ministers: shaping executive authority in 
Eastern Europe. World Politics, 48: 297–323.

BEAN, C. 1993. The electoral influence of party leader images in Australia and New 
Zealand. Comparative Political Studies, 26: 111–32.

—— and MUGHAN, A. 1989. Leadership effects in parliamentary elections in Australia 
and Britain. American Political Science Review, 83: 1165–79.

BELIAEV, M. V. 2006. Presidential powers and consolidation of new postcommunist 
democracies. Comparative Political Studies, 39: 375–98.

BLAIS, A. 2000. To Vote or Not to Vote: The Merits and Limits of Rational Choice Theory. 
Pittsburgh: University of Pittsburgh Press.

BOWLER, S., and FARRELL, D. eds. 1992. Electoral Strategies and Political Marketing. 
London: Macmillan.



The Personalization of Politics

Page 18 of 24

—— —— 1993. Legislator shirking and voter monitoring: impacts of European parliament 
electoral systems upon legislator‐voter relationships. Journal of Common Market Studies
31: 45–69.

—— —— and KATZ, R. eds. 1999. Party Discipline and Parliamentary Government. Colum
bus, Oh.: Ohio State University Press.

BUTLER, D., and STOKES, D. 1974. Political Change in Britain. London: Macmillan.

CLARKE, H., and STEWART, M. 1998. The decline of parties in the minds of citizens. An
nual Review of Political Science, 1: 357–78.

CONOVER, P., and SEARING, D. 2000. A political socialization approach. Pp. 91–124 in 

Rediscovering the Democratic Purposes of Education, ed. L. M.|McDonnell, P. M. Tim
pane, and R. Benjamin. Lawrence, Kan.: University of Kansas Press.

(p. 586) DALTON, R., MCALLISTER, I., and WATTENBERG, M. 2000. The consequences 
of partisan dealignment. Pp. 37–63 in Dalton and Wattenberg 2000.

—— and WATTENBERG, M. eds. 2000. Parties without Partisans: Political Change in Ad
vanced Industrial Democracies. Oxford: Oxford University Press.

de Vreese, C. 2004. Primed by the Euro: the impact of a referendum campaign on public 
opinion and evaluations of government and political leaders. Scandinavian Political Stud
ies, 27: 45–64.

DRUCKMAN, J. 2003. The power of television images: the first Kennedy Nixon debate re
visited. Journal of Politics, 65: 559–71.

EDWARDS, G., and SWENSON, T. 1997. Who rallies? The anatomy of a rally event. Jour
nal of Politics, 59: 200–12.

FARRELL, D. M., and McAllister, I. 2005. The Australian Electoral System: Origins, Varia
tions and Consequences. Sydney: University of NSW Press.

FRANKLIN, M., MACKIE, T., and VALEN, H. 1992. Electoral Change: Responses to 
Evolving Social and Attitudinal Structures in Western Countries. Cambridge: Cambridge 
University Press.

GIDENGIL, E. et al. 2002. Priming and campaign context: evidence from recent Canadi
an elections. Pp. 76–91 in Do Political Campaigns Matter? Campaign Effects in Elections 
and Referendums, ed. D. M. Farrell and R. Schmitt‐Beck. London: Routledge.

GLASER, T., and SALMON, C. 1991. Public Opinion and the Communication of Consent. 
New York: Guilford.

GRABER, D. A. 2001. Processing Politics. Chicago: University of Chicago Press.



The Personalization of Politics

Page 19 of 24

GRAETZ, B., and McAllister, I. 1987. Political leadership and electoral outcomes in 
Britain, 1974–1983. Comparative Political Studies, 19: 484–507.

GUNTHER, R., and MUGHAN, A. eds. 2000. Democracy and the Media: A Comparative 
Perspective. Cambridge: Cambridge University Press.

HAZAN, R. 1996. Presidential parliamentarism: direct popular election of the prime min
ister. Electoral Studies, 15: 21–38.

HELLWEG, S., PFAU, M., and BRYDON, S. 1992. Televised Presidential Debates. New 
York: Praeger.

HOLBROOK, T. 1999. Political learning from presidential debates. Political Behavior, 21: 
67–89.

HOLMBERG, S., and OSCARSSON, H. 2006. Party leader effects on the vote. In Political 
Leaders and Democratic Elections, ed K. Aarts, A. Blais, and H. Schmitt. Oxford: Oxford 
University Press.

HUANG, L.‐N., and PRICE, V. 2001. Motivations, goals, information search and memory 
about political candidates. Political Psychology, 22: 665–92.

IYENGAR, S. 1991. Is Anyone Responsible? How Television Frames Political Issues. 
Chicago: University of Chicago Press.

—— and KINDER, D. 1987. News that Matters: Television and American Opinion. Chica
go: University of Chicago Press.

JENNINGS, M., and NIEMI, R. 1974. The Political Character of Adolescence: The Influ
ence of Families and Schools. Princeton: Princeton University Press.

KAASE, M. 1994. Is there personalization in politics? Candidates and voting behavior in 
Germany. International Political Science Review, 15: 211–30.

KATZ, R. 1986. Party government: a rationalistic conception. Pp. 124–39 in The Future of 
Party Government, ed. F.G. Castles and R. Wildemanns. Berlin: de Gruyter.

KEETER, S. 1987. The illusion of intimacy: television and the role of candidate personal 
qualities in voter choice. Public Opinion Quarterly, 51: 344–58.

KINDER, D. 1998. Communication and opinion. Annual Review of Political Science, 1: 
167–97.

(p. 587) KING, A. 1994. Chief executives in Western Europe. Pp. 150–63 in Developing 
Democracy, ed. I. Budge and D. McKay. London: Sage.

KLEINNIJENHUIS J., MAURER, M., KEPPLINGER, H., et al. 2001. Issues and person
alities in German and Dutch television news: patterns and effects. European Journal of 
Communication, 16: 337–59.



The Personalization of Politics

Page 20 of 24

KLINGEMANN, H.‐D., and Weßels, B. 2001. Political consequences of Germany's mixed 
member system: personalization at the grass‐roots.’ Pp. 279–97 in Mixed‐Member Elec
toral Systems: The Best of Both Worlds?, ed. M. Shugart, and M. Wattenberg Oxford: Ox
ford University Press.

KOSTADINOVA, T. 2003. Voter turnout dynamics in post‐Communist Europe. European 
Journal of Political Research, 42: 741–59.

KROSNICK, J., and BRANNON, L. 1993. The impact of the Gulf War on the ingredients 
of presidential evaluation: multidimensional effects of political involvement. American Po
litical Science Review, 87: 763–75.

—— and KINDER, D. 1990. Altering the foundations of support for the president through 
priming. American Political Science Review, 84: 497–512.

LANOUE, D., and HEADRICK, B. 1994. Prime ministers, parties and the public. Public 
Opinion Quarterly, 58: 191–209.

LAVER, M., and SCHOFIELD, N. 1990. Multiparty Government: The Politics of Coalition 
in Europe. Oxford: Oxford University Press.

LEDUC, L, NIEMI, R., and NORRIS, P. eds. 1996. Introduction: the present and future of 
democratic elections. Pp. 4–17 in Comparing Democracies: Elections and Voting in Global 
Perspective, ed. L. LeDuc, R. Niemi, and P. Norris. Thousand Oaks, Calif.: Sage.

McAllister, I. 1985. Campaign activity and electoral outcomes in Britain, 1979 and 1983. 
Public Opinion Quarterly, 49: 300–15.

—— 1996. Leaders. Pp. 278–96 in Comparing Democracies: Elections and Voting in Global 
Perspective, ed. L. LeDuc, R. Niemi, and P. Norris. Thousand Oaks, Calif.: Sage.

—— 2002. Calculating or capricious? The new politics of late deciding voters. Pp. 22–40 in
Do Political Campaigns Matter? Campaign Effects in Elections and Referendums, ed. D. 
M. Farrell and R. Schmitt‐Beck. London: Routledge.

—— 2003. Prime ministers, opposition leaders and government popularity in Australia. 
Australian Journal of Political Science, 38: 259–77.

—— 2006. Political leaders in Westminster systems. In Political Leaders and Democratic 
Elections, ed. K. Aarts, A. Blais, and H. Schmitt. Oxford: Oxford University Press.

MADDENS, B., and FIERS, S. 2004. The direct PM election and the institutional presi
dentialisation of parliamentary systems. Electoral Studies, 23: 769–93.

MANCINI, P., and SWANSON, D. L. 1996. Politics, media, and modern democracy: intro
duction. Pp. 3–11 in Politics, Media, and Modern Democracy: An International Study of In
novations in Electoral Campaigning and their Consequences, ed. P. Mancini and D. L. 
Swanson. Westport, Conn.: Praeger.



The Personalization of Politics

Page 21 of 24

MILLER, A., WATTENBERG, M., and MALANCHUK, O. 1986. Schematic assessments 
of presidential candidates. American Political Science Review, 80: 521–40.

MILLER, J., and KROSNICK, J. 2000. News media impact on the ingredients of presiden
tial evaluations. American Journal of Political Science, 44: 295–309.

MILLER, W. et al. 1990. How Voters Change. Oxford: Oxford University Press.

MILNE, R., and MACKENZIE, H. C. 1954. Straight Fight. London: Hansard Society.

MUGHAN, A. 1993. Party leaders and presidentialism in the 1992 British election: a 
postwar perspective. In British Elections and Parties Yearbook, 1993, ed. D. Denver et al. 
London: Harvester Wheatsheaf.

(p. 588) MUGHAN, A. 2000. Media and the Presidentialization of Parliamentary Elections. 
London: Palgrave.

MUTZ, D. 1992. Mass media and the depoliticization of personal experience. American 
Journal of Political Science, 36: 483–508.

NEGRINE, R. 1996. The Communication of Politics. London: Sage.

NORRIS, P., CURTICE, J., SANDERS, D., SCAMMELL, M., and SEMETKO, H. 1999. On 
Message: Communicating the Campaign. London: Sage.

PAGE, B. I., and SHAPIRO, M. 1992. The Rational Public. Chicago: University of Chicago 
Press.

PATTERSON, T. 1993. Out of Order. New York: Knopf.

POGUNTKE, T., and WEBB, P. eds. 2005. The Presidentialization of Politics in Democrat
ic Societies. Oxford: Oxford University Press.

RANNEY, A. 1983. Channels of Power: The Impact of Television on American Politics. 
New York: Basic Books.

RHODES, R. 1995. Introducing the Core Executive. Pp. 1–8 in Prime Minister, Cabinet 
and Core Executive, ed. R. A. W. Rhodes and P. Dunleavy. London: Macmillan.

ROSE, R., and Mishler. W. 1994. Mass reaction to regime change in Eastern Europe: po
larization or leaders and laggards? British Journal of Political Science, 24: 159–82.

—— and MUNRO, N. 2002. Elections without Order: Russia's Challenge to Vladimir Putin. 
Cambridge: Cambridge University Press.

SARTORI, G. 1976. Parties and Party Systems. Cambridge: Cambridge University Press.

SCARROW, S. 2000. Parties without members? Party organization in a changing elec
toral environment. Pp. 79–101 in Parties without Partisans: Political Change in Advanced 



The Personalization of Politics

Page 22 of 24

Industrial Democracies, ed. R. J. Dalton and M. P. Wattenberg. Oxford: Oxford University 
Press.

SCHROEDER, A. 2000. Presidential Debates: Forty Years of High Risk TV. New York: Co
lumbia University Press.

SCHUDSON, M. 1995. The Power of News. Cambridge, Mass.: Harvard University Press.

—— 2002. The news media as political institutions. Annual Review of Political Science 5: 
249–69.

SHUGART, M. 2001. Electoral “efficiency” and the move to mixed‐member systems. Elec
toral Studies, 20: 173–93.

—— and WATTENBERG, M., eds. 2001. Mixed‐Member Electoral Systems: The Best of 
Both Worlds? Oxford: Oxford University Press.

TAAGEPERA, R. 2002. Designing electoral rules and waiting for an electoral system to 
evolve. Pp. 248–65 in The Architecture of Democracy: Constitutional Design, Conflict 
Management, and Democracy, ed. A. Reynolds. Oxford: Oxford University Press.

VERNEY, D. 1959. The Analysis of Political Systems. London: Routledge & Kegan Paul.

VOLTMER, K. ed. 2006. Mass Media and Political Communication in New Democracies. 
London: Routledge.

WATTENBERG, M. 1991. The Rise of Candidate‐Centered Politics. Cambridge, Mass.: 
Harvard University Press.

—— 2002. Where Have all the Voters Gone? Cambridge, Mass.: Harvard University Press.

WEBB, P., FARRELL, D., and HOLLIDAY, I. eds. 2002. Political Parties at the Millenni
um: Adaptation and Decline in Democratic Societies. Oxford: Oxford University Press.

WEST, D. 2001. Air Wars: Television Advertising in Election Campaigns, 1952–2000. 
Washington, DC: Congressional Quarterly Press.

WHITE, S., and McAllister, I. 2006. Politics and the media in post‐communist Russia. Pp. 
210–27 in Mass Media and Political Communication in New Democracies, ed. K. Voltmer. 
London: Routledge.

—— OATES, S., and McAllister, I. 2005. Media effects and Russian elections, 1999–2000. 
British Journal of Political Science, 35: 191–208.

Notes:

(1) For longer discussions of these issues, see McAllister (1996, 2006).
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(2) Wattenberg (1991; updated in McAllister 1996, 291) shows an increasing likelihood 
that voters will refer to economic evaluations in their mention of US presidential candi
dates.

(3) See also the country chapters in Poguntke and Webb (2005).

(4) Within the established and newly emerging democracies, the major distinction in ex
ecutive leadership is between presidentialism and parliamentarism. Countries that have 
had interrupted periods of democratic government often display the characteristics of 
both systems, at different points in time, such as Bangladesh. Other countries have adopt
ed hybrid constitutional systems. Among the established democracies, Switzerland is per
haps the most difficult country of all to classify; France is also a difficult case.

(5) An exception is Taiwan, where the president is elected for a six‐year term by the Na
tional Assembly; the sole purposes of this body are to select the president and to amend 
the constitution, although it also has the power to recall the president in certain circum
stances.

(6) Sartori has characterized the electoral system as “the most specific manipulative in
strument of politics” (1976, 273).

(7) In Italy, the 1994 move from PR to a mixed system appears to have greatly enhanced 
the role of the main leaders, since the winner almost invariably becomes the prime minis
ter. In Germany, Klingemann and Weßels (2001) show that in the single‐member district 
ballot, there is a sizeable personal vote for candidates.

(8) The two major parties were allocated seventy‐five minutes each of free television 
broadcasting (McAllister 1985).

(9) In defense of not having a formal debate, it is usually argued that scrutiny of party 
policies and the competence of the leaders is best left to professional media interviewers. 
Schudson (2002, 264) observes that British television interviewing style, “once formal and 
deferential” has changed to being “aggressive and critical.”

(10) An exception is de Vreese's (2004) study of Norway, and Gidengil et al. (2002) in 
Canada.

(11) As Poguntke and Webb (2005, 22) note, this is both an advantage and a disadvan
tage: “as long as they can ride the tiger of an increasingly fickle public opinion, they can 
‘go it alone’; once public support begins to dwindle, however, they are left with few al
lies.”

(12) The major consequence in Israel appears to be a weakening of the parties, and what 
Arian and Shamir (2001, 706) call “the privatization of the electoral system.”

Ian McAllister
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Abstract and Keywords

This article discusses and reviews the growing literature on the nexus of macro-level 
structures and individual behaviour that some studies are a part of. It looks at the effects 
that macro-level institutions and contexts have on citizen behaviour, along with how polit
ical institutions and the environment where citizens form opinions and act, help in moder
ating the effects of individual-level factors on citizen behaviour. The modelling structures 
and behaviour, effects of structures on voter behaviour, and the interactions of structures 
and behaviour in research on economic voting are some of the topics covered in the arti
cle.
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DOES institutional performance affect people's sense of whether their political system is 
legitimate? Does the economy influence voter support for incumbent governments? Do 
citizens' policy preferences shape their vote choice? Do domestic institutions affect 
whether citizens are willing to transfer authority to supranational and international insti
tutions? These are all questions social scientists have asked for some time. As it turns out, 
more often than not the answer is a resounding “it depends.” Specifically, political scien
tists have come to realize that the answers to these questions depend on understanding 
the interaction of countries' macro‐characteristics and individual differences among citi
zens.

Relying on so‐called multi‐level models, which combine information about individuals and 
the contexts to which they are exposed, scholars of behavioral politics have started to 
comprehend more systematically than ever before the conditions under which the rela
tions mentioned above exist or are strengthened and weakened (Kedar and Shively 2005). 
As I describe below, such models are a growth industry in the comparative study of be
havioral politics because of advances in scholarly understandings of institutions and con
text as well as significant advances in statistical (p. 590) techniques that allow the analysis 
of exciting new survey data that cover much of the globe. Returning to the questions 
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posed above, we know, for example, that the impact of corruption on system support is 
conditional on whether citizens are supporters of the incumbent government (Anderson 
and Tverdova 2003; Seligson 2002), that the economy has a stronger impact on voters 
when institutions produce clear responsibility for policy making (Powell and Whitten 
1993), and that citizens will be more likely to support transfers of authority away from na
tional institutions if inferior performance of national institutions is coupled with high 
opinions of supranational ones (Rohrschneider 2002). In this chapter, I review the grow
ing literature on the nexus of macro‐level structures and individual behavior that these 
studies are part of with an eye toward the effects that macro‐level institutions and con
texts have on citizen behavior as well as how political institutions and the environment in 
which citizens form opinions and act moderate the effects of individual‐level factors on 
citizen behavior.

1 The Comparative Study of Structures and Po
litical Behavior: Citizens in Context
People do not live in a vacuum. They form attitudes and make choices in variable environ
ments, which come in the form of formal institutional rules that govern people's behavior 
or in the form of differential economic, social, and political conditions that shape people's 
interpretations and actions. In a very basic way, then, context and behavior are intimately 
connected, and this connection is at the heart of political life in at least two fundamental 
ways: first, formal and informal rules affect people's political behavior, and people's pref
erences, attitudes, and behavior affect the establishment and functioning of such rules. 
Second, citizens are exposed to variable social, political, and economic environments that 
they are called upon to understand and interpret and that they may seek to shape based 
on these understandings and interpretations.

While the influences of context on individuals should be obvious, students of comparative 
politics traditionally have paid less attention to contextual than to individual‐level factors 
in explanations of citizen attitudes and behavior (but see, for example, Verba, Nie, and 
Kim 1978). The reasons for this are varied, but they are likely to include the historical 
leadership role and the intellectual underpinnings of the behavioral revolution in survey 
research, in which the American National Election Studies (ANES) at the University of 
Michigan have played an important role for shaping scholarly debates about politics and 
citizen behavior for many years.

(p. 591)

The Michigan researchers relied upon psychological concepts as primary explanatory fac
tors. This approach focused attention on the actions of citizens as autonomous individu
als, without much regard for the political context of their neighborhoods, communities, or 
work environments. In the ensuing decades, the Michigan approach to understanding citi
zen politics dominated scholarly debates. Moreover, because of the dominance of Ameri
can political science and the institutionalization of the ANES, this approach was exported 
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to various corners of American and international universities (see the chapter by Kittilson 
in this volume). These efforts played a critical role in establishing an international infra
structure of research institutes, data archives, and researchers versed in the science of 
survey research and following the Michigan paradigm. Yet, despite this internationaliza
tion of survey research, explicitly cross‐national surveys that included comparable mea
sures and that were collected at similar points in time for many years were quite rare.1

Starting in the 1980s, however, much of this changed, and several collaborative cross‐na
tional survey projects were initiated (see the chapter by Kittilson in this volume). The ex
pansion and proliferation of cross‐national survey projects coincided with several particu
larly auspicious trends in the real world and in the world of ideas. In the real world, the 
rapid expansion of electoral democracies around the world in the 1980s and 1990s pro
vided a significantly enlarged universe of country cases that could be studied with an eye 
toward democratic institutions, processes, behaviors, and attitudes, and where surveys 
could be conducted reliably and repeatedly. Moreover, this period saw significant ad
vances in desktop computing technologies and, more recently, statistical techniques ap
propriate for conducting cross‐national and multi‐level research (Steenbergen and Jones 
2002).

In the world of ideas, the 1980s and 1990s saw a renewed focus on institutional questions 
across political science, with new theories that could be tested with better data. In addi
tion, there was a renewed interest in developing a more sophisticated understanding of 
contextual theories of political behavior (Huckfeldt and Sprague 1995; Zuckerman 2005). 
As a result of this confluence of factors, the comparative study of behavioral politics has 
been significantly shaped in recent years by the emphasis on institutions in comparative 
politics and on context in behavioral research, a greater number of democracies around 
the world in which to test arguments cross‐nationally, better and more varied cross‐na
tional comparable data, and finally advances in statistical techniques (multi‐level or hier
archical modeling) along with increased computational ease. Most significantly, this has 
led to an upsurge in scholarship that combines the (cross‐national) study of institutions 
and other macro‐political features with individual‐level data and concerns about individ
ual behavior.

That is, there is now a renewed and systematic attempt to connect the experiences peo
ple have as participants in the political process and how they interact with the con
straints any particular political system or situation provides. And this has had implica
tions for the role of institutions and structures in studies of political behavior and, in turn, 
for our understanding of institutions.

(p. 592) 2 Modeling Structures and Behavior
People form opinions and make decisions in specific and frequently dissimilar political, 
economic, and social contexts (Huckfeldt and Sprague 1995; Zuckerman 2005). These 
contexts vary from the immediate social environment to macro‐level structures at the lev
el of countries or even beyond (Anderson and Paskeviciute 2005; Beck et al. 2002). And 
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following what has now become a common definition of an institution as any socially im
posed constraint upon human behavior, institutions are the “rules of the game” for human 
interaction (North 1981) that do not have to be formal or written rules but can also in
clude informal constraints, such as widely accepted norms of behavior that have long 
been the focus of cultural theories of politics.

At the meso‐level, recent years have seen a revival of scholarship into the connection be
tween individuals' social environments and political behavior with a focus on how people 
obtain information from social others and how people's discussion networks shape their 
understanding of and participation in the political world around them (Huckfeldt and 
Sprague 1995; Huckfeldt, Johnson, and Sprague 2004). While this research has been 
based predominantly on data collected in the United States, scholars have applied the ba
sic insights from this research to understanding behavior in other countries as well 
(Huckfeldt, Ikeda, and Pappi 2005).

Predominantly, however, the comparative study of behavioral politics has seen investiga
tions of macro‐level contexts or structures. These usually come in one of two forms: insti
tutions and structural conditions.2 Aside from being variable across space and time, these 
contexts are commonly the product of social choices human societies make. Moreover, 
they typically produce differential costs and incentives for differently situated individuals. 
For instance, in one national context it may be more difficult to vote or to participate in 
politics in other ways. Moreover, these environments have variable and non‐neutral con
sequences for different kinds of people and so provide individuals with incentives and 
conditions for viewing the world and behaving in particular and distinct ways. Put simply, 
then, even in the same national context, the environment may affect different people dif
ferently.

Such a picture of the interaction between structures and behavior presumes several 
things. First, that politics is about the interaction of people's values and the rules and 
conditions that govern the implementation of those values; second, that the rules and re
alities in which citizens make choices are themselves a function of people's values (Riker 
1980). Put another way: contexts are critical for understanding the decisions people make 
because they affect different people differently, and people's decisions, in turn, shape the 
nature, shape, and stability of these contexts.

(p. 593)

Over the years, much has been written about how formal institutions affect mass political 
behavior—be it turnout, vote choice, or participation generally—by shaping the incentives 
of citizens to act in certain ways, and similar amounts of attention have been paid to the 
question of how macro‐level contexts affect the resources and incentives of citizens to act 
in the political arena. Examples of this kind of approach are now common in the compara
tive study of political behavior.
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Perhaps the most extensively researched area has dealt with the question of how elec
toral systems shape voter behavior. To mention some of the most prominent examples, 
students of electoral systems have long maintained that voters' choices are conditioned 
by the political context and electoral rules (Duverger 1954; Cox 1997). A plethora of stud
ies have found that different electoral rules produce systematic differences in election 
outcomes (number of parties, success of certain kinds of candidates, electoral volatility, 
etc.) (e.g. Lijphart 1990; Rae 1967).

And there is ample evidence in other, related areas to suggest that individuals are con
strained actors within particular, and variable, political environments. For example, 
turnout is said to be low in the United States because registration requirements are cum
bersome (Powell 1986), more proportional electoral systems are said to generate incen
tives that favor multi‐party systems and strategic voting (Cox 1997), political participa
tion in some countries is said to be low because corruption undermines citizens' beliefs 
that their participation matters (Bravo and Hojman 2003), and informal understandings of 
the relationships between, say, legislators and constituencies are said to shape voters' 
choices (Cox, Rosenbluth, and Thies 1998).

The analytical strategies underlying the examples given above presume that macro‐con
texts are exogenous; that is, external to individual political behavior. Moreover, such a 
view takes the political environment—be it institutional or broadly contextual—as static. 
Another way to think about this is to say that the relationship between citizen behavior 
and context is assumed to run from context to behavior.3 Thus, the most common ap
proach takes some aspect of behavior as the dependent variable and a structural feature 
of a polity as the independent variable, and assumes that the latter is exogenous and sta
ble. What is more, the effect of contextual factors is typically examined as if it were di
rect. Perhaps unsurprisingly, there are reasons to question the assumptions that underlie 
this approach. Here I will focus on the notion that institutions have direct effects on be
havior since it is likely that any effect we find for contexts is only an average for the popu
lation as a whole that hides significant heterogeneity in people's behavior. The next sec
tion discusses these issues in more detail.

(p. 594) 3 Effects of Structures on Voter Behavior: 
Conceptual and Methodological Issues
Structures can affect voters in three basic ways: directly, indirectly, and interactively (or 
contingently).4 By direct effects, I mean that citizens' decisions are affected by the incen
tives the rules or context provide. For example, rational choice models of voter turnout 
presume that voters consider the costs and benefits of going to the polls and that turnout 
is expected to be lower when the costs are greater. Among the most frequently studied in
stitutional constraints that impose costs on voters are registration requirements and the 
timing of elections. Part of the costs imposed by such rules comes in the form of time—
when voting takes more time, voters will participate less. Thus, in a study of data from 
the United States, Gimpel and Schuknecht (2003) found, for example, that citizens who 
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Fig. 31.1  Direct effects of institutions on turnout

have to travel longer distances to reach their polling station are less likely to vote, with a 
five‐mile increase in distance from the polling station leading to a more than 2 percent 
decrease in voter turnout. And through simulations based on Canadian data, Blais found 
that increasing the time involved in voting from 15–30 minutes to 45 minutes reduced 
turnout by about 2 percent among regular voters (Blais 2000, 89). In this set‐up, structur
al features directly affect the costs of participation—in this example, the time‐costs of go
ing to the polls. One way to consider this relationship is displayed with the help of ficti
tious data in Figure 31.1. As the cost of voting increases, the probability of turnout de
creases.

At first glance, many comparative studies of political behavior seem to resemble such a 
simple “direct effects” model, at least empirically. Yet, upon closer inspection, even if they 
investigate the impact of institutional features on behavior as if it were direct, many stud
ies of the effects of structures on behavior turn out to be either models of indirect or con
tingent effects when considered up close.

Theoretically speaking, indirect effects imply that structures affect some intervening vari
able, which, in turn, is the immediate cause of the dependent variable. For example, we 
could hypothesize that electoral rules—say, a high electoral threshold—affect the forma
tion of particular parties by producing differential incentives for political entrepreneurs, 
whose behavior via the resulting formation of particular parties and thus the supply of 
choices, in turn, affects voter choices. Or, to use another example, the degree or kind of 
ethnic heterogeneity in a country may affect citizens' identification with their ethnic 
group or their views of other groups, which, in turn, affect whether they engage in peace
ful or violent political action.

In the former example, institutions will be correlated with vote choice as if they had di
rect effects on behavior. In truth, however, electoral rules affect the calculations (p. 595)

and behaviors of political elites, which, in turn, affect citizen choices. And in the latter ex
ample, social structures will be correlated with behavior as well, and the mechanism by 
which this occurs is that social structures affect the attitudes of citizens about their eth
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Fig. 31.2  Interactive effects of institutions and indi
vidual characteristics on turnout

nic group, which in turn affect their behavior. The main point here is that, theoretically 
and empirically speaking, we view structure as having consequences, but that these con
sequences have secondary, or indirect effects on behavior rather than direct ones.

In addition to such indirect effects, structures can have contingent effects. This means 
that the effect of some structural feature on voter behavior is strengthened or weakened, 
depending on the presence of some third variable. Alternatively, structure can be the in
tervening variable that helps determine the relative impact an independent variable may 
have on the dependent variable, where the independent variable can be an individual‐lev
el factor.

These contingent effects can be presented visually with fictitious data as shown in Figure 
31.2. Panel (a) shows both an individual as well as a contextual effect. At the individual 
level, voters with many resources are always more likely to vote than voters with few re
sources, regardless of institutional context, as shown by the gap between the dashed and 
solid lines. At the macro‐level, people in countries where the cost of voting is high are 
less likely to vote than people in countries where the cost of voting is low. Finally, the 
graph also shows that each variable's effect depends on the other. People with few re
sources are much less likely to vote if they live in a country where the cost of voting is 
high than if they live in a country where the cost of voting (p. 596)  is low. Conversely, indi
viduals with many resources are only slightly less likely to vote in countries where the 
cost of voting is high. Put another way: the turnout gap between individuals with many 
and few resources is particularly pronounced in countries where the cost of voting is 
high.

(p. 597)
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Alternatively, as the fictitious data in panel (b) show, at the individual level, an 
individual's resources enhance the probability of turnout across the board. Similarly, at 
the level of countries, turnout is higher in countries where the cost of voting is low, as evi
denced by the gap between the dashed and solid lines. At the same time, however, the ex
tent to which a country's cost of voting affects the individual voter's probability of turning 
out is contingent on an individual's level of resources: the institutional context (cost of 
voting) has a much more powerful effect among individuals with few resources than indi
viduals rich in resources.

In multivariate analyses, these designs are typically analyzed with interaction terms (or 
analogous analytic strategies, such as split sample estimations or so‐called two‐step esti
mations). Typically, such models involve a relatively small number of macro‐units (typical
ly countries) and a large number of micro‐observations (typically individual respondents) 
per macro‐unit.5 Analyses of such micro‐macro interactions constitute an area of compar
ative behavioral scholarship where researchers have made significant progress over the 
past few years and more work is being done every day.

Such interactions are ubiquitous not only in work on behavioral politics, but in compara
tive politics more generally. Usually, this has to do with important theoretical considera
tions: “Even where variables are not explicitly nested, they will be implicitly so in theory, 
as in questions about the relationship between democracy and economic development; 
though these are both macro‐level variables, all arguments about their relationship in
volve assumptions about how various subsystem players (labor, capital, the military, etc.) 
interact under varying system‐level conditions. Comparative politics, dealing as it does 
with how politics operates in varying political systems, appears by its very nature to be 
multi‐level. Indeed, one could reasonably claim that all Comparative Politics is multi‐lev
el” (Kedar and Shively 2005).

This would imply that behavioral politics, especially when conducted from a comparative 
perspective, is inherently contingent.6 A few examples may help explain the logic of this 
approach and the kinds of powerful insights it can generate. Perhaps the area where 
analyses of interactions between structures and voting have been most widespread is in 
scholarship on economic voting, but other areas (on voting behavior more generally and 
political legitimacy) have seen their fair share of multi‐level analyses as well. In the fol
lowing sections I will provide an overview of some of the research in these areas to 
demonstrate how scholars have productively analyzed the interaction of structures and 
behavior.

(p. 598) 4 Interactions of Structures and Behavior 
in Research on Economic Voting
In recent years, a number of studies have focused on how the nature of a country's repre
sentative structures interacts with the willingness of voters to punish governments for 
bad economic performance. Most of this literature argues that the impact of a bad econo
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my hinges on the ability of voters to assign responsibility to governments for economic 
performance. This ability has come to be thought of as being affected by structural fea
tures of polities, which act as institutional barriers that make it difficult for voters to ob
tain the necessary information about the representative's activities.

Institutions thus either facilitate or hamper citizens' ability to reward or punish govern
ments. Institutions allow representatives to shift blame—an example is the frequent prac
tice of coalition government in the continental European countries—and the complexity of 
political institutions makes it difficult for voters to figure out which one among the possi
bly honest officeholders or parties is to blame for a bad economy. As a result, the impact 
of the economy—in the form of evaluations of the economy, for example—on voting behav
ior for or against the government is expected to vary in strength and perhaps even direc
tion, depending on the institutional context that varies across countries.7

Exactly how this may work has been the subject of much research (Anderson 2000; 
Dorussen and Taylor 2001; Norpoth 2001; Paldam 1991; Powell and Whitten 1993; 
Rudolph 2003; Samuels 2004). In revising the traditional model of economic voting, at
tempts to incorporate politics more explicitly in these models were pushed along by the 
publication of a paper by G. Bingham Powell and Guy Whitten (1993). Powell and Whitten 
classified political systems into those where government policy responsibility is clear and 
those where it is not, based on factors such as one‐party versus multi‐party rule, decision‐
making powers for opposition parties in parliament, or party cohesion. They found that 
economic voting effects were stronger in those countries that had clearer levels of re
sponsibility (see also Royed, Leyden, and Borrelli 2000 for a dissenting view).8

Another view of how political context may mediate the relationship between economy and 
government support suggests that clarity of responsibility also varies over time within 
(and across) countries because of election outcomes that change the (p. 599) balance of 
power and elite bargaining, both of which periodically reshape the political context in 
which voters seek to affix credit and blame (Anderson 1995a; Bengtsson 2004; Nadeau, 
Niemi, and Yoshinaka 2002).9 For example, democracies shift the power to govern and en
act policy at more or less regular intervals by way of the electoral process. And every 
election offers different choices to changing electorates (Bengtsson 2004). Elections and 
inter‐election events also shuffle the cards of government and—depending on the political 
system—they install new actors, change the partisan composition of governing coalitions, 
or confirm political parties and executives in office with an expanded (reduced) or large 
(small) mandate. Thus, even when formal institutions do not change or vary, the extent to 
which voters are able to assign responsibility to political actors changes because of the 
political dynamics created by electoral systems, party systems, process of government 
formation, and the like (Anderson 1995a, 2000).

Finally, this new contextual branch of economic voting research has documented that the 
ability of voters to retain or throw incumbents out of office is also contingent on the pres
ence of credible alternatives. Thus, clarity of responsibility really matters only when vot
ers perceive that there are viable alternatives to the current incumbents (Sanders 1991). 
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Yet, unsurprisingly, perhaps, the extent to which voters have such or perceive such choic
es varies considerably, and this, as we well know, is the result of a country's structural 
features and political dynamics (Anderson 1995b).

Fragmented party systems, volatile party systems, or party systems dominated by one 
dominant party should make it more difficult for voters to identify a clear alternative to 
the incumbent government (Anderson 2000; Paldam 1991). In such countries there tends 
to be greater uncertainty about the likely shape of an alternative future government that 
will form after the election has been held, and this results in a diminished likelihood that 
voters will turn out the incumbent government even when economic conditions are bad 

(Anderson 2000).

The contextual model of economic voting has been expanded in theoretical complexity as 
well as in geographic reach. Samuels (2004), for example, considers economic voting in 
presidential regimes, which are quite common in Latin America and eastern Europe, and 
the role of concurrently held presidential and parliamentary elections. And contextual 
factors have been used to understand what some have considered “anomalies” in econom
ic voting outside of the advanced industrialized societies, including Africa, Asia, and Latin 
America as well as the transition states of eastern Europe (Pacek and Radcliff 1995a; Pos
ner and Simon 2002; Remmer 1993; Stokes 1996; Tucker 2005; Weyland 1998).

(p. 600)

While the different approaches to understanding contingent effects from an institutional 
or contextual perspective differ—some focus on formal features of a political system while 
others focus on the political context of the day, some focus on incumbents while others 
consider the alternatives voters have—they all view voters as willing to reward and pun
ish, but being thwarted by contextual conditions that prevent the truthful translation of 
policy evaluations into a vote because of difficulty to assign responsibility to the right ac
tor or the lack of alternative choices. Following the discussion in the previous section, 
then, the relations among the key variables are viewed as both indirect and contingent. 
The effects of a bad economy on vote choice are indirect in that they work through voters' 
willingness to reward and punish the government. The impact of voters' motivations to re
ward and punish, in turn, is contingent on political structures. Cumulatively, this body of 
research demonstrates that the relationship between the state of the economy and voter 
behavior is highly conditional at the cross‐national (or cross‐institutional) level or cross‐
temporally. Thus, democratic institutions and political contexts frequently serve to weak
en the impact of economic conditions on voting behavior and election outcomes in sys
tematic ways.

While I have framed this discussion in terms of research on economic voting, the general 
argument should apply to issue‐based voting more generally. Depending on the issue vot
ers happen to care most about—be it the environment, health, education, or foreign poli
cy—the general logic should work here as well: Macro‐level conditions should affect vot
ers' choices via voters' understandings and motivations to reward and punish, and these, 
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in turn, can be expected to affect voters' choices differently, depending on the political 
structures that exist in a country.

4.1 Extensions and Other Ways of Incorporating Institutions

The basic insight of this work—that differences in representational structure matter for 
how voters behave and that they matter in contingent ways—has been pursued in other 
domains as well. For example, Huber, Kernell, and Leoni (2005) examine the relationship 
between institutional features and partisan attachment across twenty‐five new and estab
lished democracies around the globe. They find that institutions that encourage retro
spective clarity of responsibility foster the formation of party attachments. Moreover, in
stitutional context has differential effects: features of political systems that make it more 
difficult to form party attachments have their biggest impact on individuals who have the 
fewest cognitive resources.

Addressing different questions in a similar way, Kedar (2005) examines how institutional 
context conditions the relationship between voter goals and voter behavior. Based on evi
dence from two highly majoritarian democracies and two very consensual ones, she finds 
that voters incorporate the way institutions convert votes to policy into their choices. 
Since policy is often the result of institutionalized multi‐party bargaining and since votes 
are thus watered down by power sharing, (p. 601) voters often compensate for this by sup
porting parties whose positions differ from (and are often more extreme than) their own.

In related studies, Klingemann and Weßels (2000) and Gschwend (2003) examine the like
lihood that individuals will vote sincerely or strategically. They find that voters' tendency 
to vote sincerely or strategically is dependent on district magnitude, proportionality, allo
cation rules, and party system (supply). In particular, they argue that sincere voting is 
more likely among individuals living in countries with electoral systems characterized by 
large district magnitude and a high degree of proportionality.

To give yet another example of the kinds of insights multi‐level approaches can generate, 
electoral institutions and the outcomes they produce can lead to reinterpretations of what 
we know about the effect of institutions on voter behavior. For example, Brockington 
(2004) and Jusko and Shively (2005) examine the effect of party systems and coalition 
government on voter turnout—a question that has received significant attention in the be
havioral literature—to see if the impact of party systems differ for different kinds of vot
ers. Consistent with much previous research on the effects of proportional representation 
on turnout, they find that, for high‐information voters, participation in elections rises as 
the number of parties in the system increases. Thus, among these voters, more choice im
proves participation rates. However, for citizens with more limited political information, 
increases in the number of parties in party systems depresses voting turnout. This leads 
to the ironic conclusion that PR, which is intended to lead to a more fair representation 
system, increases the information gap by complicating political choices and thus disen
franchises the less informed relative to the better informed.
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These examples demonstrate that the systematic incorporation of well‐known institution
al features into models of political behavior can produce novel insights and help resolve 
well‐known theoretical puzzles or empirical debates—Why does a bad economy some
times lead voters to throw governments out of office but sometimes does not? Why is 
turnout higher in some proportional representation systems than others? Why do schol
ars find support both for proximity and directional models of voting?—and add a richness 
that models based on direct and unconditional effects do not possess.

5 Interactions of Vote Choice and Structures in 
Research on Legitimacy: Reversing the Causal 
Arrow
While most work in behavioral politics seeks to explain behavior with the help of attitudi
nal constructs (or attitudes with other attitudes), recent research focuses on vote choice 
as the independent variable. This research examines the consequences of voters' (p. 602)

decisions, how these affect voters, and how these effects are mediated by political institu
tions; or, alternatively, how contextual factors affect people's attitudes differently, de
pending on how they voted.

This approach has been most fully developed in the area of political legitimacy. Here, 
scholars have examined how election outcomes—whether voters cast their ballot for the 
party or parties in office after the election or those in the opposition—and the nature of 
representative institutions affect voters' subsequent attitudes and behavior. This stream 
of scholarship investigates the role institutions play in moderating the sense of loss or vic
tory citizens feel. Findings to date indicate that losers' incentives to develop low levels of 
support for the political system are significantly affected by a country's political context. 
This means that institutions have a role in blunting or exacerbating the rougher edge of 
losing or the thrill of success.

This research starts with the assumption that losing produces negative attitudes towards 
politics while winning does the opposite (Anderson et al. 2005). And winning and losing, 
once experienced, are expected to affect subsequent attitudes.10 Political institutions, in 
turn, are important because they shape the responses of winners and losers. This means 
that the extent to which citizen attitudes toward democratic institutions, and by implica
tion the potential for protest or unrest among the losers, for example, are channeled by a 
country's particular political context (Anderson and Guillory 1997). Individuals who be
long to the political minority have more negative attitudes toward government than those 
in the majority if institutions are designed such that losses have particularly weighty con
sequences (Anderson et al. 2005).

For example, different democratic systems determine the extent to which the winners 
may do what they want and what rights the losers have to prevent unfettered majority 
rule (Colomer 2001). Institutions thus determine the rules of the game and how much of a 
say citizens have in selecting the new government—that is, the specify the process by 
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which losers are created—but second, and as importantly, they also determine how power 
is exercised. The basic theoretical model implies that the impact of the election outcome 
on winners' and losers' attitudes and behaviors is constrained by attitudes and institution
al arrangements. Thus, again, the relations among the basic set of variables are viewed 
as contingent: the impact of an individual‐level factor (the attitudes associated with win
ning and losing) on beliefs about the legitimacy of the political system is conditional upon 
the context in which winning and losing are given meaning.11

(p. 603) 6 Multi‐level Models and Multi‐level Gover
nance: Citizens and the European Union
Finally, an area of scholarship that seems almost ideally suited to the exploration of multi‐
level models is the emerging EU polity. Not only do political scientists have an increasing
ly sophisticated understanding of the EU as a political system and citizens' attitudes and 
behavior regarding the EU, but there also are extensive sources of data to analyze the dif
ferences in contexts and voter behavior across the member states of the Union. What is 
more, there is considerable variation in institutional and other structures across the cur
rent twenty‐seven member states that facilitate cross‐national analyses.

Perhaps the most extensively developed aspect of multi‐level scholarship on EU politics 
deals with understanding citizen support for various aspects of EU integration, including 
membership in the Union, support for further integration (widening and deepening), or 
various policy‐specific aspects of integration. While early studies of support for integra
tion examined mostly macro‐level characteristics as predictors (Eichenberg and Dalton 
1993), recent research examines the individual‐level determinants of integration with a 
focus on domestic politics (Anderson 1998; Hooghe and Marks 2005). Yet, exactly how do
mestic politics in EU member states affect individuals' willingness to support further inte
gration is still uncertain. While some research stresses the importance of some variables 
over others—say, identity vs instrumental motivations (cf. Hooghe and Marks 2005)—oth
ers model the interactions among individual‐level factors and member states' structural 
features to explain variations in public opinion.

Variously, this scholarship focuses on how domestic (and hence cross‐nationally variable) 
political or economic structures affect different people's propensity to exhibit supportive 
attitudes and behaviors toward the EU. On the political side of things, Rohrschneider 
(2002) finds that, when citizens perceive that they are unrepresented in the EU, their sup
port for the EU is reduced. More importantly, this reduction is especially strong in na
tions with well‐functioning domestic institutions. In this formulation, the impact of atti
tudes about the quality of representation on support for Europe is contingent upon the 
quality of domestic institutions.

Along parallel lines, Christin (2005) examines attitudes about the EU in central and east 
European countries and finds an interaction between individual‐level attitudes about do
mestic reforms and macro‐level variables. When domestic macro‐political and economic 
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performance is weak, citizens' views on domestic reforms are not particularly powerful 
predictors of opinions about the EU. However, if the performance of the country is good, 
those who have favorable attitudes towards the free market or democracy exhibit signifi
cantly more positive attitudes towards the EU than those who have negative attitudes. 
This understanding is based on contingent (p. 604) relations as well: attitudes about mar
kets and democracy are stronger or weaker determinants of support for the EU, depend
ing on whether macroeconomic and political performance is good.

On the political economy front, researchers have also identified important cross‐level in
teractions within the EU. Specifically, recent studies demonstrate the interactive effects 
between individuals' skill endowments and the nature of the (macro‐) political economy 
on attitudes about the EU. At the individual level, skill endowments are a particularly po
tent predictor of support for European integration, with lower‐skilled citizens particularly 
likely to have more negative evaluations of the EU (Gabel 1998). Going one step further 
and embedding individuals with different skills in different political economies, Brinegar 
and Jolly (2005) find that low‐skilled workers in countries with high‐skill economies exhib
it significantly less support for European integration, and respondents with higher educa
tion in low‐skill‐endowment countries support European integration less than low‐skilled 
workers. This suggests that cross‐national differences in economic institutions and eco
nomic structures condition the importance of human capital in shaping attitudes towards 
European integration.

Finally, some work is investigating the interdependence among national differences, dif
ferences across political parties, and individual citizens (cf. Steenbergen and Jones 2002). 
This research models the process of opinion formation within and across member states 
by focusing on the frequency or nature of the messages sent by party elites to citizens 
about the EU. Examining the relative impact of instrumental motivations vs identity on 
support for the EU, Hooghe and Marks (2005), for example, investigate how the political 
consequences of identity are contested and shaped in national contexts. They find that 
the more national elites are divided, the more citizens are likely to be cued to oppose Eu
ropean integration, and this effect is particularly pronounced among citizens who see 
themselves as exclusively national.

7 Discussion
Institutions have long figured prominently in the study of politics, and the idea that 
(cross‐national) differences in political contexts are powerful forces in shaping citizen be
havior is nothing new. Almost thirty years ago, Verba, Nie, and Kim's (1978) study of citi
zen participation in seven developed and developing countries examined the extent to 
which institutional constraints amplified and attenuated individuals' propensities to be 
politically engaged. Despite their pathbreaking effort, however, contextual explanations 
of political behavior have only recently grown in importance in the comparative study of 
how citizens think and act.
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In part, this trend toward constructing explanations that connect macro‐ and micro‐levels 
of analysis is undoubtedly due to the increasing availability of large (p. 605) cross‐national 
survey data sets that allow for the integration of individual behavior and institutional or 
contextual features as well as the improved statistical and computing tools to analyze 
such data efficiently. In addition, the movement toward multi‐level theories of behavioral 
politics is in no small measure due to the renewed emphasis on and sophisticated under
standing of political institutions and their consequences, as well as a more advanced un
derstanding of contextual theories of political behavior.

Scholars' growing ease of connecting micro‐ and macro‐levels of analysis holds significant 
promise for integrating the study of behavioral politics with other areas of political sci
ence scholarship by linking institutions and behavior or by developing and testing more 
complex models of the interaction of elite behavior and party behavior with the study of 
citizen politics. In addition, this area of inquiry holds much promise for integrating the 
all‐too frequent study of established democracies with research on emerging and transi
tioning democracies, as well as the institutionalization of multi‐level polities such as the 
European Union or interactions among international politics, subnational politics, and cit
izen behavior.

In this chapter, I focus on two particular kinds of interactions of structures and behavior 
that I label contingent: first, cases where individual‐level factors have differential effects, 
depending on the institutional environment; second, cases where the structural features 
of a polity have differential effects, depending on individual or other structural factors. 
Viewing individual voters as embedded in and interacting with the institutional and struc
tural contexts in which they live and act is relatively new in the comparative study of be
havioral politics. But significant research streams aimed at both the methodology of in
vestigating such multi‐level relationships as well as the substance of particular sets of 
questions have been developed over the past decade. These are particularly extensive in 
the areas of economic voting and political legitimacy, and there are related but currently 
less extensive efforts underway in the areas of electoral turnout and vote choice as well 
as political behavior in the European Union as an emerging supranational polity.

These endeavors carry with them distinct and frequently unstated assumptions about the 
political world that are worth keeping in mind. Importantly, they assume that the struc
tural contexts are exogenous and stable. While these assumptions may be safe under 
many conditions, on occasion they are liable to be controversial. In fact, one of the per
haps more interesting yet undeveloped research areas in this subfield of political science 
could be the rigorous analysis of the conditions under which these assumptions are safe 
or should be challenged.

Moreover, an important assumption concerns the stability of contextual features over 
time. While political science is mostly a quasi‐experimental science, there are, on occa
sion, situations that allow scholars of institutions to take advantage of “natural experi
ments” to investigate their claims. One fruitful area, for example, concerns the role of 
electoral systems in shaping or being shaped by political behavior. Some scholars have 
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traveled down this path—some studies, for example, have sought to understand how New 
Zealand's voters reacted to the changes in electoral rules in that country (Banducci, 
Donovan, and Karp 1999; Karp and Bowler (p. 606) 2001), and in particular how different 
kinds of voters were affected differently by alternative electoral system designs. Others 
have examined the impact of voter behavior on institutional change in an experimental 
setting (Bowler and Donovan 2004), and there are liable to be many instances where in
stitutional change affects voters and voters themselves seek to effect such change. The 
fluidity or stability of structures—and concomitantly the exogeneity and endogeneity of 
institutions—is particularly likely to differ systematically in old versus new democracies, 
with the presumption of greater endogeneity or at least potential for it in newer democra
cies.

This area of scholarship holds much untapped promise, but several questions remain: The 
first question, naturally, is whether and how institutions and structural features of polities 
matter for citizen behavior. Given that research to date has focused mainly on voters' 
electoral choices and decisions to participate in elections, this first generation of scholar
ship needs to establish which institutions matter, and what kinds of behavior they matter 
for. One can easily imagine a proliferation of studies that examine the interactive effects 
of institutional features and individual‐level factors, but absent some more general theo
ries about the interactions of structures and voting, such efforts are unlikely to yield cu
mulative understandings of either institutions or behavior. A second, but also critical, 
question is how much institutions matter in which domains and how much they matter 
relative to individual‐level factors. To establish that institutions matter and how is one 
thing—to establish that they make a significant difference and by how much they do so is 
quite another but also essential matter.

At the end of the day, what is particularly noteworthy about cross‐level investigations of 
behavioral politics is that they hold the promise of producing a more nuanced and contex
tualized understanding of political life by connecting hitherto unconnected streams of 
scholarship in the areas of institutions, political economy, policy, and behavior and allow
ing us a better and more complex empirical and theoretical handle on the hows and whys 
of citizen politics.

References

ANDERSON, C. 1995a. Blaming the Government: Citizens and the Economy in Five Euro
pean Democracies. Armonk, NY: M. E. Sharpe.

—— 1995b. Party systems and the dynamics of government support: Britain and Germany, 
1960–1990. European Journal of Political Research, 27 (1): 93–118.

—— 1998. When in doubt, use proxies: attitudes toward domestic politics and support for 
European integration. Comparative Political Studies, 31 (5): 569–601.

—— 2000. Economic voting and political context: a comparative perspective. Electoral 
Studies, 19 (2–3): 151–70.



The Interaction of Structures and Voter Behavior

Page 17 of 22

—— and GUILLORY, C. 1997. Political institutions and satisfaction with democracy: a 
cross‐national analysis of consensus and majoritarian systems. American Political Science 
Review, 91 (1): 66–81.

(p. 607) —— MENDES, S., and TVERDOVA, Y. 2004. Endogenous economic voting: evi
dence from the 1997 British election. Electoral Studies, 23 (4): 683–708.

—— and PASKEVICIUTE, A. 2005. Macro politics and micro behavior: mainstream poli
tics and the frequency of political discussion in contemporary democracies. Pp. 228–48 in 

The Social Logic of Politics, ed. A. S. Zuckerman. Philadelphia: Temple University Press.

—— and TVERDOVA, Y. 2003. Corruption, political allegiances, and attitudes toward gov
ernment in contemporary democracies. American Journal of Political Science, 47 (1): 91–
109.

—— BLAIS, A., BOWLER, S., DONOVAN, T., and LISTHAUG, O. 2005. Losers' Consent: 
Elections and Democratic Legitimacy. New York: Oxford University Press.

BANDUCCI, S., DONOVAN, T., and KARP, J. 1999. Proportional representation and atti
tudes about politics: results from New Zealand. Electoral Studies, 18 (4): 533–55.

BECK, P., DALTON, R., GREENE, S., and HUCKFELDT, R. 2002. The social calculus of 
voting: interpersonal, media, and organizational influences on presidential choices. Amer
ican Political Science Review, 96 (1): 57–73.

Bengtsson, Å. 2004. Economic voting: the effect of political context, volatility and turnout 
on voters' assignment of responsibility. European Journal of Political Research, 43 (5): 
749–67.

BLAIS, A. 2000. To Vote or not to Vote: The Merits and Limits of Rational Choice Theory. 
Pittsburgh: University of Pittsburgh Press.

BOWLER, S., and DONOVAN, T. 2004. Reasoning about institutional change: losers' sup
port for electoral reforms. Paper presented at the 2004 Midwest Political Science Associa
tion Meeting, Chicago.

BRAMBOR, T., CLARK, W., and GOLDER, M. 2006. Understanding interaction models: 
improving empirical analyses, Political Analysis 14 (1): 63–82.

BRAVO, C., and HOJMAN, D. 2003. Political animals and civic participation. Unpublished 
ms., Department of Economics, Harvard University.

BRINEGAR, A., and JOLLY, S. 2005. Location, location, location: national contextual fac
tors and public support for European Integration. European Union Politics, 6 (2): 155–80.

BROCKINGTON, D. 2004. The paradox of proportional representation: the effect of par
ty systems and coalitions on individuals' electoral participation. Political Studies, 52 (3): 
469–90.



The Interaction of Structures and Voter Behavior

Page 18 of 22

CHO, W. 2004. Political institutions and satisfaction with democracy in Sub‐Saharan 
Africa. Michigan State University, Afrobarometer Working Paper No. 39.

CHRISTIN, T. 2005. Economic and political basis of attitudes towards the EU in Central 
and East European Countries in the 1990s. European Union Politics, 6 (1): 29–57.

COLOMER, J. 2001. Political Institutions: Democracy and Social Choice. New York: Ox
ford University Press.

COX, G. 1997. Making Votes Count: Strategic Coordination in the World's Electoral Sys
tems. New York: Cambridge University Press.

—— ROSENBLUTH, F., and THIES, M. 1998. Mobilization, social networks, and turnout: 
evidence from Japan. World Politics, 50 (3): 447–74.

DORUSSEN, H., and TAYLOR, M. 2001. The political context of issue‐priority voting: 
coalitions and economic voting in the Netherlands, 1970–1999. Electoral Studies, 20 (3): 
399–426.

DUCH, R., and STEVENSON, R. 2005. Context and the economic vote: a multi‐level 
analysis. Political Analysis, 13 (4): 387–409.

DUVERGER, M. 1954. Political Parties: Their Organization and Activity in the Modern 
State. London, Methuen.

EICHENBERG, R., and DALTON, R. 1993. Europeans and the European Community: 
The dynamics of public support for European integration. International Organization, 47 
(4): 507–34.

(p. 608) GABEL, M. 1998. Interests and Integration: Market Liberalization, Public Opin
ion, and European Union. Ann Arbor: University of Michigan Press.

GIMPEL, J., and SCHUKNECHT, J. 2003. Political participation and the accessibility of 
the ballot box. Political Geography, 22: 471–88.

GSCHWEND, T. 2003. Comparative politics of strategic voting: a hierarchy of electoral 
systems. Paper presented at the Annual Meeting of the American Political Science Associ
ation. August, Philadelphia.

HELLWIG, T. 2002. Interdependence, government constraints and economic voting. Jour
nal of Politics, 63 (4): 1141–62.

HOOGHE, L., and MARKS, G. 2005. Calculation, community, and cues: public opinion on 
European integration. European Union Politics, 6 (4): (forthcoming).

HUBER, J., KERNELL, G., and LEONI, E. 2005. The institutional origins of party identifi
cation. Political Analysis, 13 (4): 365–86.

HUCKFELDT, R. 1986. Politics in Context. New York: Agathon.



The Interaction of Structures and Voter Behavior

Page 19 of 22

—— and SPRAGUE, J. 1995. Citizens, Politics, and Social Communication: Information 
and Influence in an Election Campaign. New York: Cambridge University Press.

—— IKEDA, K., and PAPPI, F. 2005. Patterns of disagreement in democratic politics: 
comparing Germany, Japan, and the United States. American Journal of Political Science, 
49 (3): 497–514.

—— JOHNSON, P., and SPRAGUE, J. 2004. Political Disagreement: The Survival of Di
verse Opinions within Communication Networks. New York: Cambridge University Press.

JESUIT, D. 2003. The regional dynamics of European electoral politics: participation in 
national and European contests in the 1990s. European Union Politics, 4 (2): 139–64.

JUSKO, K., and SHIVELY, W. P. 2005. Applying a two‐step strategy to the analysis of 
cross‐national public opinion data. Political Analysis, 13 (4): 327–44.

KARP, J., and BOWLER, S. 2001. Coalition politics and satisfaction with democracy: ex
plaining new Zealand's reaction to proportional representation. European Journal of Polit
ical Research, 40 (1): 57–79.

KEDAR, O. 2005. When moderate voters prefer extreme parties: policy balancing in par
liamentary elections. American Political Science Review, 99(2): 185–99.

—— and SHIVELY, W. P. 2005. Introduction: Special issue on multilevel modeling for 
large clusters. Political Analysis, 13 (4): 297–300.

KLINGEMANN, H.‐D., and Weßels, B. 2000. Voter rationalities in different electoral sys
tems. Paper prepared for delivery at the XVIIIth World Congress of the International Polit
ical Science Association. August 1–5, 2000, Québec City, Canada.

LIJPHART, A. 1990. The political consequences of electoral laws, 1945–85. American Po
litical Science Review, 84 (2): 481–96.

—— 1999. Patterns of Democracy. New Haven: Yale University Press.

NADEAU, R., NIEMI, R., and YOSHINAKA, A. 2002. A cross‐national analysis of eco
nomic voting: taking account of the political context across time and nations. Electoral 
Studies, 21 (3): 403–23.

NORPOTH, H. 2001. Divided government and economic voting. Journal of Politics, 63 (2): 
414–35.

NORTH, D. 1981. Structure and Change in Economic History. New York: W. W. Norton.

PACEK, A., and RADCLIFF, B. 1995a. The political economy of competitive elections in 
the developing world. American Journal of Political Science, 39 (3): 745–59.

—— —— 1995b. Economic voting and the welfare state: a cross‐national analysis. Journal 
of Politics, 57 (1): 44–61



The Interaction of Structures and Voter Behavior

Page 20 of 22

PALDAM, M. 1991. How robust is the vote function? Pp. 9–32 in Economics and Politics: 
The Calculus of Support, ed. H. Norpoth, M. Lewis‐Beck, and J. Lafay. Ann Arbor: Univer
sity of Michigan Press.

(p. 609) POSNER, D., and SIMON, D. 2002. Economic conditions and incumbent support 
in Africa's new democracies: evidence from Zambia. Comparative Political Studies, 35 (3): 
313–36.

POWELL, G. B. 1986. American voter turnout in comparative perspective. American Polit
ical Science Review, 80 (1): 17–43.

—— and WHITTEN, G. 1993. A cross‐national analysis of economic voting: taking ac
count of the political context. American Journal of Political Science, 37 (2): 391–414.

RAE, D. 1967. The Political Consequences of Electoral Laws. New Haven: Yale University 
Press.

REMMER, K. 1993. The political economy of elections in Latin America, 1980–1991. 
American Political Science Review, 87 (2): 393–407.

RIKER, W. 1980. Implications from the disequilibrium of majority rule for the study of in
stitutions. American Political Science Review, 74 (2): 432–46.

ROHRSCHNEIDER, R. 2002. The democracy deficit and mass support for an EU‐wide 
government. American Journal of Political Science, 46 (2): 463–75.

ROYED T., LEYDEN, K., and BORRELLI, S. 2000. Is “clarity of responsibility” important 
for economic voting? Revisiting Powell and Whitten's hypothesis. British Journal of Politi
cal Science, 30 (4): 669–85.

RUDOLPH, T. 2003. Institutional context and the assignment of political responsibility. 
Journal of Politics, 65 (1): 190–215.

SAMUELS, D. 2004. Presidentialism and accountability for the economy in comparative 
perspective. American Political Science Review, 98 (3): 425–36.

SANDERS, D. 1991. Government popularity and the outcome of the next general elec
tion. Political Quarterly, 62 (2): 235–61.

SELIGSON, M. 2002. The impact of corruption on regime legitimacy: a comparative 
study of four Latin American countries. Journal of Politics, 64 (2): 408–33.

Štebe, J. 2003. Consequences of voting on changes in satisfaction with democracy in post‐
socialist countries. Paper presented at the CSES Plenary Session. October, Stockholm, 
Sweden.

STEENBERGEN M., and JONES, B. 2002. Modeling multilevel data structures. American 
Journal of Political Science, 46 (1): 218–37.



The Interaction of Structures and Voter Behavior

Page 21 of 22

STOKES, S. 1996. Public opinion and market reforms: the limits of economic voting. 
Comparative Political Studies, 29 (5): 499–519.

TUCKER, J. 2005. Regional Economic Voting: Russia, Poland, Hungary, Slovakia, and the 
Czech Republic, 1990–1999. New York: Cambridge University Press.

VERBA, S., NIE, N., and KIM, J. 1978. Participation and Political Equality: A Cross‐Na
tional Comparison. New York: Cambridge University Press.

WESTERN, B. 1998. Causal heterogeneity in comparative research: a bayesian hierarchi
cal modelling approach. American Journal of Political Science, 42 (4): 1233–59.

WEYLAND, K. 1998. Swallowing the bitter pill: sources of popular support for neoliberal 
reform in Latin America. Comparative Political Studies, 31 (5): 539–68.

ZUCKERMAN, A. ed. 2005. The Social Logic of Politics. Philadelphia: Temple University 
Press.

Notes:

(*) I am grateful to André Blais, Shaun Bowler, Ray Duch, Matt Gabel, John Huber, Orit 
Kedar, Michael McDonald, and Phil Shively for their many helpful suggestions.

(1) Notable exceptions include Almond and Verba's Civic Culture study or Barnes, Kaase, 
et al.'s Political Action study, for example.

(2) For example, electoral rules or the rules governing executive‐legislative relations are 
frequently investigated features of the institutional environment, while countries' levels 
of corruption or ethnic heterogeneity are examples of the macro‐contexts in which citi
zens find themselves.

(3) While I will mostly follow these assumptions of exogeneity and stability here, I also 
wish to note that some students of politics and behavior have sought to proceed from al
ternative premises, namely that institutions may perhaps be neither exogenous nor in 
equilibrium. A number of studies have investigated the institutional choices societies 
make—for example, with the help of referendums or founding elections—and a rich re
search tradition has examined what shapes changes in the macro‐context citizens live in.

(4) For an excellent introduction to the politics of context, see Huckfeldt (1986).

(5) For good introductions regarding the methodological issues involved, see Brambor, 
Clark, and Golder (2005); Steenbergen and Jones (2002), and Western (1998) as well as 
the papers in the special issue of Political Analysis, 13 (4), 2005.

(6) Not all of this work is or has to be cross‐national in nature. It is equally possible to ex
amine cross‐regional differences as contextual influences. While there are fewer studies 
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that exploit cross‐regional variation, these generally follow the same logic. An example is 

Jesuit (2003).

(7) An additional factor has been added by Pacek and Radcliff (1995b) who find that more 
extensive welfare states cushion impact of a bad economy on the vote. In addition, schol
ars recently have begun to examine the impact of the international economic environ
ment on economic voting (cf. Hellwig 2002).

(8) Recently, Samuels (2004) has pushed the Powell and Whitten classification to include 
the distinction between presidentialism vs parliamentarism (as well as the existence of 
concurrent or non‐concurrent presidential and legislative elections). He finds that the im
pact of clarity of responsibility on presidential election outcomes is conditional upon 
whether legislative elections are held concurrently.

(9) For a different version of how context affects the economy‐support relationship, see 

Duch and Stevenson (2005) who differentiate among systems depending on whether they 
tend to experience exogenous shocks or competence shocks. The theory implies that the 
economy will matter more to the voter's expected utility calculations when the variance in 
administrative competence across politicians is large relative to the variance in exoge
nous economic shocks. Under these conditions, movement in the economy (which is ob
served by the voter) is a good signal of the competence of incumbents (which is not di
rectly observed).

(10) Support for the empirical leverage of this individual‐level distinction has been found 
with data from around the globe, ranging from western Europe, to the post‐communist 
states, Latin America, Asia, and Africa (Anderson et al. 2005; Cho 2004; Karp and Bowler 
2001; Stebe 2003).

(11) A related and growing literature examines how being among the winners or losers of 
elections affect other attitudes, as well as how winner‐loser status affects the impact of 
macro‐factors on behavior. Thus, Anderson and Tverdova (2003) find, for example, that 
the negative impact of corruption on support for democratic institutions is stronger 
among losers and muted among winners, and Anderson, Mendes, and Tverdova (2004)
find that perceptions of the economy improve systematically as a result of being on the 
winning side in elections.

Christopher J. Anderson

Christopher J. Anderson is Professor of Government at Cornell University.
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THE chapters in this volume demonstrate the tremendous intellectual vitality of political 
science research on electoral behavior, with an explosion of scientific papers over recent 
decades, a great increase in the range and variety of data, new theoretical developments 
and even some degree of cumulation (normally rare in the social sciences) with new find
ings building on older ones and integrating them into a more comprehensive framework.

From its inception the study of electoral behavior has been heavily influenced by Ameri
can research, especially by the three traditions of the more sociological Columbia school, 
with its emphasis on processes of social influence, the socio‐psychological Michigan mod
el with its emphasis on party identification and the “funnel of causality,” and the econom
ics‐inspired rational choice models of Anthony Downs and his successors. The Michigan 
model has been particularly influential with the export of election studies from the United 
States, first to other developed countries and more recently to a much wider range of de
veloping countries.1

Historically these three intellectual traditions largely focused on the more micro issues of 
how voters decide, but one of the more exciting developments in recent decades, docu
mented very clearly by these chapters, is the growing interest in comparative research 
and more macro questions. The study of electoral behavior is (p. 611) also now interna
tional in scope, not only in the countries studied but also in the range of scholars who 
contribute.
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As a first approximation, we can integrate these different foci (and the present chapters) 
within the original Downsian framework of electors with their distributions of attitudes 
and preferences (treated as exogenous in the original framework although in practice 
largely shaped by sociological factors such as class, religion, ethnicity, or generation), of 
parties with their records and policy stances together with the institutional rules such as 
proportional representation or single member plurality systems, and the decision rules 
whereby electors decide which party if any to support or which other courses of political 
action to take in the light of their preferences and political opportunity structure. Thus 
some scholarship has focused on the changing social bases of political interests and ac
tion, some on deeper understanding of the decision rules, and some on the impact of the 
institutional framework.

In the classic Downsian framework, voters' preferences were seen to be largely exoge
nous, voters' decision rules were assumed to be psychological universals, invariant with 
respect to either preferences or political opportunity structures, and only the party posi
tions were seen to be endogenous, parties shifting their positions in response to the dis
tribution of voter preferences. Comparative research (comparative both across time and 
space) is clearly essential for understanding the impact of the institutional framework 
and of the ways in which parties change their policy positions. But comparative research 
is now also exploring how far the decision rules and related micro‐processes are general
izable from the American context in which they were first formulated or whether they 
vary across different social and institutional contexts. And comparative research also has 
the potential to explore whether the distribution of voters' preferences is truly exoge
nous. More generally, we are now coming to see that all three elements of the classic 
Downsian framework are in fact interrelated.

This is clearly evident in the work on micro‐processes. As Sniderman and Levendusky em
phasize in their chapter “Institutions organize psychological processes, we are suggest
ing, not the other way around.” This is perhaps most evident in the case of the Michigan 
model and the role of party identification cross‐nationally. From the very first export of 
the Michigan model to Europe, Europeans wondered if the concept of party identification 
was as useful and worked in the same way as it did in the United States (see, for example, 
Butler and Stokes 1969). And Holmberg's review raises the question of whether party 
identification is as useful a concept in the new democracies of eastern Europe or of Latin 
America as it has been in the longer‐established democracies. A related point was made 
long ago by Klingemann (1972) in a classic paper; he suggested that in some European 
countries voters' conceptions of themselves as left or right functioned in a way similar to 
party identification in the United States, an argument which was reiterated, extended, 
and subjected to empirical study in later publications (Inglehart and Klingemann 1978; 
Fuchs and Klingemann 1990).

While much of the European critique of party identification has focused on the descrip
tive question of whether it has the stability across the life course originally postulated or 
whether it largely moves in tandem with vote (and thus has little (p. 612) explanatory pow
er), the literature reviewed also suggests that the nature of the parties and the political 
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options facing voters will themselves influence the psychological development of attach
ments to parties. As Berglund and his colleagues suggest “The more polarized a party 
system is, the more partisans we find” (quoted in Holmberg in this volume).

At all events, the applicability of the Michigan model, and specifically the role of party 
identification in the decision‐making process, is now clearly seen as variable across 
democracies. Indeed, it may well be that the United States is actually unusual for the 
large role that party identification historically has played. Furthermore, but less definite
ly, the role of party identification should now be seen as endogenous and should be seen 
as potentially a response, as Holmberg suggests, both to properties of the political struc
ture and also to properties of the social structure, with modernization tending to reduce 
the role of party identification (and perhaps reducing the role of affective attachments 
more generally). Of course, this does not mean that there are no psychological universals 
in the decision‐making process: where party identification does operate, the mechanisms 
involved (such as the perceptual screen that it provides) may be universal but the crucial 
point is that how we model the decision‐making process—the equation that we fit to the 
data—should not be assumed to be constant across democracies.

The same point is made even more clearly and persuasively in the literature on economic 
voting which follows the Downsian tradition. To be sure, Lewis‐Beck and Stegmaier sug
gest that in one sense the economic voting model is a universal: “It is not important 
whether the democracy is much‐studied or little‐studied, resilient or fragile, the economy 
reliably moves voters to hold their government accountable in national elections.” Howev
er, Lewis‐Beck's own work and that of a growing body of other scholars suggests that the 
extent to which the economy moves voters is markedly variable across democracies, vary
ing in particular according to the diffusion of government responsibility (Lewis‐Beck 
1986). This body of work (e.g. Powell and Whitten 1993; Anderson 2000) has been a par
ticularly impressive achievement of comparative research on electoral behaviour and sug
gests a model that could for example also be applied to the cross‐national study of the 
way in which the role of party identification varies across democracies.

Much less work has been done on the earliest of the three models of how voters decide, 
that is the tradition of the Columbia school with its emphasis on the role of personal influ
ence, although one might perhaps argue that the social cleavage literature is indirectly 
following on from the more sociological concerns of the Columbia school. Huckfeldt and 
his colleagues (Huckfeldt, Johnson, and Sprague 2004; Huckfeldt and Sprague 1995) have 
kept this tradition alive with important work on the role of social context. While social 
network analysis has been one of the more vigorous intellectual developments in other so
cial sciences, it has been curiously absent from political science. Nor has there been 
much systematic cross‐national comparison of the role of the social influence comparable 
to the cross‐national studies or party identification or of economic voting (for exceptions 
see Huckfeldt, Ikeda, and Pappi 2005; Ikeda and Huckfeldt 2001). This is partly because 

(p. 613) of the difficulty and expense of obtaining the detailed network data that is re
quired, but we should be careful to remember that “absence of evidence does not imply 
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evidence of absence.” Lack of data on the role of social networks, either nationally or in
ternationally, does not imply that such social processes do not operate.

Sociological aspects of societies and their influence on vote have, of course, been much 
studied with the vigorous debates on whether the influence of social class, and of other 
social cleavages such as ethnicity and religion, vary across democracies and over time 
(see for example the chapters by Knutsen, Saggar, and Esmer and Pettersson). Much of 
this work has been largely descriptive but the most recent work in this area again shows 
how the operation of these cleavages may be contingent upon the changing political 
structure, analogous perhaps to the way in which economic voting is contingent on the 
organization of politics. As Knutsen shows in his chapter, much of the earlier work has 
tried to document whether and by how much class voting had declined. Explanation, how
ever, has to focus on the interaction between the changing preferences of voters and 
changing party positions. As Knutsen explains in his recent book, “A detailed empirical in
vestigation of changing location of the major parties and political strategies of the major 
leftist parties showed a consistent pattern where a decisive move towards the centre was 
accompanied with a decline in class voting” (2006, 22).

1 Looking Toward the Future
What of the future? I think we can expect this trend towards comparative research, to
wards understanding the generalizability of our models to non‐Western contexts, and to
wards understanding the interplay between macro‐ and micro‐processes to continue and 
to be consolidated. The growth of comparative research reflects a number of different 
factors which are likely to continue. First of all, as Anderson points out in his chapter, 
there has been the spread of democracy around the world so that there are now a great 
many more countries in which patterns of electoral behaviour can be studied.2 A second 
factor is the increasing availability of (more or less) good quality data (see chapter by Ki
tilson). High‐quality survey data was for many years the preserve of a few wealthy west
ern countries most notably the USA but also (and rather later) Britain, Germany, or Den
mark. More recently (p. 614) the Comparative Study of Electoral Systems (CSES) project 
has included modules of questions from over forty countries around the world—still heavi
ly concentrated to be sure on western Europe and North America but now including coun
tries such as Brazil, Mexico, Peru, Taiwan, and Thailand.

A third factor is the emergence of real‐world phenomena (and quite worrying phenomena 
too), most notably the Far Right, in some countries but not others. In this way the real 
world has intruded on our scientific studies and demanded some explanation of why the 
Far Right has surfaced in some contexts but not in others. This has given a powerful im
petus towards the development of models that focus on the role of the political context. 
Kitschelt's work has been notable here in focusing both on what he terms the “political 
opportunity structure” as well as on the distribution of preferences among the electorate 

(Kitschelt 1995).
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While it is foolhardy to predict real‐world developments, it is probably a safe working as
sumption that in the foreseeable future we will continue to have a wide range of democra
cies to study and growing data sources for their study. Comparative research is thus like
ly to continue as a growth area within the discipline.

One pressing issue that needs to be studied, however, is the quality and comparability of 
the data becoming available for cross‐national study. Surveys tend to differ in their popu
lations covered, their sampling methods (quota, random route, or probability samples), 
their modes (face to face, self‐completion, or telephone), their response rates, and their 
extent of supervision in the field and interviewer training. These differences will surely 
have some consequences for data quality, particularly for bias and reliability. If we find a 
weaker association between, say, class or party identification and vote in one country 
than another, can we be sure that this reflects the “real world” or is it simply that there is 
more noise in one data set than other? This difficulty is compounded by the fact that the 
information one needs about survey methods and data quality are rarely reported in suffi
cient detail. (See, for example, the references cited in Heath, Fisher, and Smith 2005; 
Saris and Kaase 1997.)

There may also be good reasons why survey methods might vary around the world, re
flecting for example the nature of the market research infrastructure. It should not be as
sumed however that western data sets are necessarily more reliable than non‐western 
ones. Given the evidence of falling response rates in the West with the concomitant risk of 
increased response biases, it may well be that the net balance works in the opposite di
rection with non‐western data sets being of higher quality on average than western ones. 
At any rate, treating data as unproblematic and of equal scientific value around the world 
could potentially lead to quite misleading conclusions. A priority for future cross‐national 
research is therefore to investigate how far results might be artefacts of methodological 
differences, response biases, and the like. (See Heath, Fisher, and Smith 2005 for further 
discussion of these issues.)

It may not only be the conduct of surveys that varies around the world, but also the re
sponses of respondents to those surveys. A particular issue when questions on citizens' 
attitudes and preferences are the focus of the investigation is that “yea saying” may be a 
particular problem when there are big gaps between the social (p. 615) standing of the in
terviewer and of the respondent. There may also be cross‐national variation in the extent 
of social desirability bias. Increased use of cross‐national data ought therefore to go hand 
in hand with increased methodological sophistication on the part of the data analyst and a 
recognition that methodological assumptions that work quite well in western contexts 
may not hold nearly as well elsewhere.

Turning to more substantive issues, we need to continue to explore the generalizability of 
our western models of electoral choice to the newer democracies in the way that has al
ready begun to be done for party identification and economic voting. For example, one 
factor that might repay investigation is what electorates hold their governments responsi
ble for. It is probably true that all electorates hold their governments responsible for the 
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performance of the economy (as Lewis‐Beck suggests). It would be surprising if they did 
not also hold them responsible for war and peace. The importance of Margaret Thatcher's 
success in the Falklands War for her subsequent electoral successes was one of the most 
lively recent debates in the British study of electoral behaviour. (See, for example, San
ders, Ward, and Marsh 1987; Norpoth 1987; Clarke, Mishler, and Whiteley 1990.) As 
Clarke and his colleagues conclude “non‐economic variables are also relevant…and popu
larity functions that model them correctly will enhance our understanding of both the 
economics and the politics of party support” (Clarke, Mishler, and Whiteley 1990, 63).

It may also be worth considering whether the range of responsibilities that electorates at
tribute to governments varies systematically around the world. There may be both cultur
al and structural factors at work. Historically, the former communist regimes provided a 
much wider array of services for their citizens than did the liberal market economies, 
most notably the US with its tradition of small government. Health care, pensions, educa
tion are also differently organized in different countries and, where they are organized 
centrally, governments may be held responsible for their performance. At the other ex
treme, less developed countries have much smaller welfare states, and rather different 
challenges, of which corruption and internal security are perhaps the most pressing. It is 
quite possible that models of economic voting that do not include such variables will be 
mis‐specified.

The dominant models of electoral choice also continue to be largely individualistic and it 
is not clear that such models will be as appropriate in non‐western contexts. Individualis
tic models may well be appropriate in much of the developed world, and if the arguments 
of Ulrich Beck (Beck 1992; Beck and Beck‐Gernsheim 2002) and others about the 
processes of individualization that tend to occur in post‐industrial societies are correct, 
the reality of established western democracies may slowly be coming closer to the as
sumptions of our models. However, it is not clear that individualistic models are so appro
priate in societies where processes of individualization may have not progressed as far as 
they have in the West. Processes of social influence may well have a much greater role in 
Africa or South Asia than they do in the developed world. The more sociological aspects 
of a newer democracy, in particular the nature and strength of its social groups and the 
extent (and depth) of its modernization, may well determine the way social influences im
pact on vote. We should also remember that newer democracies may be much less homo
geneous (p. 616) than we are used to in the West, with large modernized sectors coexist
ing with extensive rural populations with limited education and literacy. We should there
fore be prepared for much greater voter heterogeneity within the country than we are 
used to in the West: individualistic models may fit highly educated respondents in urban 
settings quite well but fit rather badly in remoter rural areas.

It is not just the nature of the social structure that may be relevant. The nature of the po
litical rules of the game may also affect whether social relations are important (analo
gously to the way in which party polarization may affect partisanship). For example, 
where politics is organized around patron–client relations, or perhaps where corruption is 
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more tolerated and the spoils of office can be distributed to the winner's supporters, so
cial relations are likely to be more significant factors in electoral choice.

Comparative research, then, will give us further opportunities to see how far western 
models of electoral choice can be applied elsewhere and to explore the ways in which 
these models are contingent upon particular features of the social structure and the polit
ical institutions and context. These are fairly straightforward extensions of the work al
ready impressively carried out in the areas of economic voting and party identification.

A more ambitious program might be to explore the interdependence of the political and 
social structures. In an important but perhaps neglected work Przeworski and Sprague 
(1986) have shown how the logic of social change impacts on the strategies chosen by so
cialist parties. But the reverse process may also happen. Sociologists have long suggest
ed that socialist governments may have important consequences for levels of social in
equality and the degree of social fluidity in a country (although these claims tend to be 
based on the rather weak evidence of cross‐sectional correlations between parties in of
fice and levels of inequality). To be sure, there are powerful arguments that, in a global
ized world, political parties can have little medium‐term influence even on simple eco
nomic factors such as the level of unemployment, but in an interesting recent paper 

Alderson and Nielsen (2002) have shown that the increasing inequality that appears to 
have accompanied globalization in recent decades was specific to a rather limited num
ber of countries that also happened to have introduced Reaganite tax‐cutting policies. 
Globalization may not have reduced the scope for government intervention quite as much 
as had been supposed, and in any event the impact of globalization (as measured by eco
nomic measures such as openness of the economy) varies very considerably from country 
to country.

A quite different kind of example comes from India where policies of reservation for 
scheduled castes appear to be having important repercussions on the nature of caste in 
contemporary India and on the formation of castes as political actors. Gandhi had op
posed such measures before independence on the grounds that, by politicizing the divi
sions, they might serve to exacerbate rather than diminish caste differences in India, but 
the measures were introduced nonetheless. And more recently they were extended to the 
“other backward classes” by a Janata Dal government looking for a vote maximizing strat
egy in classic Downsian fashion. (p. 617) Subsequently, parties such as the Bahujan Samaj 
Party (BSP) catering to specific caste communities have emerged, but the crucial point is 
that, as Gandhi had feared, the consequence has been to politicize caste and to transform 
the operation of castes as social formations. The reverse process might be happening in 
the West where the tendency of formerly socialist parties to move to the centre might 
have the effect of depoliticizing class and in turn reducing citizens' awareness of class in
terests and divisions. Rather than being exogenous, citizens' preferences might be impor
tantly shaped by party programs.

It is important to recognize that any investigation of these kinds of interdependencies 
needs to include both a dynamic as well as a comparative dimension. Purely cross‐sec
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tional analyses will not be persuasive if we want to understand the nature of the recipro
cal relations between social and political institutions. We need pooled time‐series and 
comparative data sets. We also need the appropriate statistical techniques for such analy
ses. It is very easy to obtain spurious results if inappropriate methods are used. For exam
ple, if we have ten countries and ten sets of election results for each, we apparently have 
100 country‐level observations, which considerably improves our chances of obtaining 
“significant” results. But we actually need to model the data as a three‐level multi‐level 
structure with individuals nested within years nested within countries. This is, of course, 
well known but it serves to emphasize that comparative research will tend to become 
quantitatively more sophisticated as a result, perhaps with the danger of reducing the 
ability of colleagues to communicate.

There is also a danger that statistical sophistication will not always go hand in hand with 
the methodological sophistication about data quality mentioned earlier. And there is a 
danger too that it may not always be accompanied by an adequate understanding of the 
historical and institutional contexts of each country. For example, was the 2004 victory of 
Congress over the Bharatiya Janata Party (BJP) in India a classic example of economic 
voting, as many commentators assumed, or was it rather a consequence of the changing 
pattern of alliances that the two main parties made with their regional partners? Without 
detailed knowledge of the way that Indian politics works on the ground, it would be easy 
to arrive at erroneous conclusions that fit our western theories about what decides elec
tion. (For a brief introduction to how Indian politics works see Heath, Glouharova, and 
Heath 2005.) It may prove wise for comparativists to team up with country experts rather 
than to think that they can do it all on their own.
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(1) One early export of the Michigan model to a non‐western country was that to India in 
1967, leading to a series of remarkable election studies. See Eldersveld and Ahmed 
(1978).

(2) Of course, this is not the whole story since there have been quite a number of non‐
western democracies (most notably India, which must surely be regarded as the world's 
most remarkable democracy) which have been in existence throughout the post‐war peri
od when modern political science emerged and yet have been singularly neglected by 
western political scientists. Costa Rica, Venezuela, and Sri Lanka have also had continu
ous histories of contested elections for around fifty years, but it surely has to be said that 
our understanding of what determines election outcomes in these countries falls some 
way short of the depth of sophistication evident in analyses of, say, the US or UK.
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Abstract and Keywords

This article discusses the turnout in elections. It first examines turnout from an aggre
gate perspective, and then compares the level of turnout across space and eventually, 
over time. It deals with ‘simple’ descriptive questions and establishes the basic turnout 
patterns. The article considers those who vote, before concluding with an examination of 
the factors that shape the decision of individuals to vote or not to vote. The most influen
tial models that have been proposed to explain electoral participation are included.
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THERE are more and more democratic elections throughout the world. In each of these 
elections, citizens must decide not only which party or candidate they wish to support but 
also, and perhaps more fundamentally, whether they wish to support anyone, that is, 
whether they will vote or not.

Voting is, besides filling an income tax return, the most frequent and basic form of politi
cal activity (Blais 2000). It is very simple yet its meaning is complex. Because it is so ba
sic, a substantial amount of research has been devoted to the question of who votes and 
why. This research has produced many interesting findings, which I will try to summarize 
here. But the more we study it, the more we realize that voting may not be as simple as 
we may think, or at least the reasons for which people do or do not vote are more com
plex than we initially thought.

Turnout can be analyzed from two perspectives, the aggregate and the individual. At the 
aggregate level, we can look at overall turnout, compare it over time and/or across space. 
The questions are then whether turnout is higher in some countries than in others, in 
some types of elections (presidential versus legislative, for instance), and whether it in
creases or decreases over time. At the individual level, we are interested in the decision 
to vote or not to vote, and then the questions are who votes and why.
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I first address turnout from an aggregate perspective and I compare the level of turnout 
across space and over time. I deal with “simple” descriptive questions. How many people 
vote in a typical democratic election? Does turnout vary a lot or just a little from one 
country to another? Is turnout relatively constant over time (in a given country)? Has it 
declined recently?

Once the basic patterns have been established, I move to the more difficult and important 
“why” questions. Why is turnout higher in some countries than in others? Why does it in
crease or decrease over time?

(p. 622)

Finally, I move to the individual level. I first consider “who” votes. One concern is that 
electoral participation be concentrated among the better off in society and that the voice 
of the poor is not heard in the process (Verba, Schlozman, and Brady 1995). How much of 
a socioeconomic divide is there in turnout? I finally examine the factors that shape indi
viduals' decision to vote or not to vote. In that vein, I review the most influential models 
that have been proposed to explain electoral participation.

1 Patterns and Trends
In most nations there are many types of elections. In Norway, for instance, citizens typi
cally have only two elections every five years; Americans vote in a seemingly endless 
stream of city, county, state, and federal elections (Crewe 1981). This chapter focuses on 
democratic legislative elections, the elections for which the data are most widely avail
able and comparable.

Our first step is to describe the number of people who turnout to vote in legislative elec
tions. The data presented in Tables 33.1 and 33.2 include all democratic legislative elec
tions since 1972 in all democratic nations (democracy is defined as having a score of 1 or 
2 on the Freedom House ratings of political rights in the year the election was held). A to
tal of 533 elections and 106 countries are included. Turnout is measured as the percent
age of those registered who cast a vote. Some studies use “voting age population” as the 
denominator but that denominator includes people who do not have the right to vote and 
it is measured at the time of the last census, which can be out of date (see Blais and Do
brzynska 1998, and Franklin 2004). The United States, which have a peculiar registration 
procedure, are excluded from these two tables.1

In a typical legislative election, three‐quarters of eligible citizens turn out to vote (the 
mean is 75.5 percent and the median 76.5 percent). As is well known, electoral participa
tion tends to be the most common form of political activity in most nations. Turnout 
varies immensely across countries, however. It is beyond 90 percent in nine countries and 
is it below 50 percent in nine others. There is no concentration around the mean (or me
dian). There are as many countries with mean turnout in the 80 percent range (n=31) or 
in the 60 percent range (n=25) as in the 70 percent range (n=29).
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Turnout tends to be relatively stable from one election to the next within a given country 

(Franklin 2004). The mean change in turnout between a given election and the previous 
one is five percentage points, which is far from negligible. Over time variations are more 
limited in established democracies, where mean change is “only” three points. Across‐
country variations in turnout are greater than over time changes but the latter should not 
be underestimated.

(p. 623)
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Table 33.1 Mean turnout by country (1972–2004)

Country Mean Country Mean Country Mean

Malta 95.7 Norway 80.1 Croatia 69.1

Australia 95.0 Philippines 80.1 Cape Verde 68.6

Belgium 93.3 Kiribati 80.0 Ecuador 68.0

Cyprus 93.3 Malawi 80.0 Japan 67.9

Nauru 92.4 Belize 78.4 St. Kitts & 
Nevis

67.0

Fiji 91.6 Costa Rica 77.9 Lesotho 66.7

Czechoslovakia 90.5 Israel 77.6 Barbados 66.6

Uruguay 90.4 Honduras 77.3 Botswana 66.5

Bahamas 90.2 Slovakia 76.6 Papua New 
Guinea

66.5

Luxembourg 88.8 San Marino 76.5 Hungary 66.1

Iceland 88.5 Panama 75.3 South Korea 65.7
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Italy 88.3 Namibia 74.4 Sao Tome & 
Principe

65.0

Nepal 88.1 Bolivia 74.3 Taiwan 64.5

Liechtenstein 88.0 Jamaica 74.1 Solomon Is
lands

63.8

Guyana 87.7 Portugal 74.1 Benin 63.4

Sweden 87.7 Surinam 73.8 St. Lucia 63.1

Austria 87.0 Spain 73.7 Dominican Re
public

62.7

Sri Lanka 86.7 United Kingdom 73.1 Grenada 61.9

Chile 86.5 Vanuatu 73.1 Trinidad & To
bago

61.6

Denmark 86.2 Slovenia 72.7 Bangladesh 61.5

New Zealand 85.8 Gambia 72.4 Estonia 61.5

Mauritius 85.1 Finland 72.2 Madagascar 60.1

Germany 84.6 France 72.2 India 59.5
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Mongolia 84.3 Ghana 72.2 Lithuania 58.1

South Africa 84.3 Latvia 71.7 El Salvador 53.7

Turkey 82.4 Ireland 71.2 Mexico 49.4

Samoa 82.3 St. Vincent & 
Gren.

71.2 Poland 47.4

Tuvalu 81.9 Bulgaria 71.1 Switzerland 46.5

Argentina 81.7 Antigua & Bar
buda

71.0 Zambia 45.4

Netherlands 81.6 Thailand 70.9 Columbia 41.3

Andorra 81.4 Romania 70.7 Burkina Faso 40.2

Venezuela 81.2 Monaco 70.6 Lebanon 39.0

Peru 80.7 Canada 70.3 Nigeria 38.9

Palau 80.3 Moldova 69.6 Mali 21.1

Brazil 80.2 Czech Republic 69.4

Greece 80.1 Dominica 69.4
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Total mean 75.5

Turnout is measured as the percent of those registered who cast a vote. Data compiled by the author.
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(p. 624)
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Table 33.2 Mean turnout by period

Period No. Elections

1970–9 1980–9 1990–9 2000–4

All cases (106 
countries)

78.9 78.5 74.2 70.7 533

Established 
democracies 
(29 countries)

83.1 81.5 78.4 73.9 246



Turnout in Elections

Page 10 of 23

Researchers have debated whether there is a general trend upwards or downwards in 
turnout levels (Blais 2000; Dalton and Wattenberg 2000; Wattenberg 2002). Table 33.2
shows that mean turnout across all these nations has declined over time. Election turnout 
was close to 80 percent in the 1970s and 1980s, and it is now just slightly over 70 per
cent. Average turnout has declined by about 8 points, and that decline started only in the 
1990s. The decline could be more apparent than real and could stem from the recent in
clusion of new democracies. The second row of Table 33.2 compares turnout among a sta
ble group of countries that have had a constant score of 1 or 2 on the Freedom House rat
ings since the 1970s, and a similar decline of 9 points since the 1980s emerges in that 
group as well. Thus, there has been a rather substantial turnout decline and that decline 
is recent.

The data reported above deal with national legislative elections. Is turnout substantially 
higher or lower in presidential versus legislative elections, or in local versus national 
elections? The available information is limited. Blais (2000) indicates that turnout is 
slightly higher in presidential elections (the median difference is two points) and more 
substantially lower in local elections (with a median difference of 13 points). The slightly 
higher turnout observed in presidential elections may indicate that more personalized 
campaigns have greater appeal. The lower turnout in local elections may reflect the less
er importance given to local government but it may also result from weaker media cover
age.

The following section discusses the factors that explain differences in election turnout 
across nations, producing the aggregate patterns in Table 33.1. Then, the following sec
tion considers the factors that might explain the longitudinal trends in Table 33.2.

2 Explaining Turnout Variations across Coun
tries
Table 33.1 shows the existence of substantial variations in turnout across countries. Why 
is turnout so high in Malta and so low in Mali? Do high turnout countries share common 
characteristics? Researchers have been examining the factors that could account for 
these differences. Three sets of factors have been identified: the (p. 625) socioeconomic 
environment, the institutional set‐up, and the party system (Powell 1982; Blais and Do
brzynska 1998).

Many studies confirm the hypothesis that turnout tends to be higher in economically ad
vanced societies (Powell 1982; Blais and Dobrzynska 1998; Norris 2002; Fornos, Power, 
and Garand 2004). The hypothesis is confirmed, however, only in those studies that have 
examined a wide array of countries or that have not been confined to the developed 
world. Within older democracies, there is no income effect, and so the real difference is 
between poor and other countries, be they very or only somewhat rich (Blais and Do
brzynska 1998).
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Research has mainly focused on the impact of institutions. Among institutional variables, 
four have been examined particularly closely: compulsory voting, the nature of the elec
toral system, the salience of the election, and voting (or registration) facilities.

Every piece of research supports the view that compulsory voting laws “work,” that is, 
they foster turnout.2 Compulsory voting is typically estimated to increase turnout by ap
proximately 10 to 15 points. For instance, Australia has a rigorous system of compulsory 
voting, and turnout rates have averaged 95 percent for the past thirty years.3

We do not know, however, what it takes to “convince” voters that they should vote even if 
they are not predisposed to, more precisely we do not know whether sanctions are re
quired, how stiff sanctions need to be, and how strictly they must be enforced. Blais, Do
brzynska, and Massicotte (2002) report that compulsory voting without sanctions has no 
impact but they do not indicate which sanctions do and do not work nor whether sanc
tions need to be (firmly) enforced. Fornos, Power, and Garand (2004) find that the 
stronger the sanctions the greater the impact of compulsory voting legislation but they do 
not ascertain the effect of enforcement as such. More research is needed to specify how 
and why compulsory voting does or does not work.

It is usually believed that PR should stimulate turnout. On the one hand, PR produces 
more parties, which means that voters have more choice. On the other hand, there are 
not the wasted votes that are typically discussed in single‐member plurality systems. The 
proposition that a more proportional system with large district magnitude4 fosters 
turnout has been supported by about every study pertaining to advanced democracies 
(Powell 1986; Jackman 1987; Blais and Carty 1990; Franklin 1996; for a review see Blais 
and Aarts 2006). The pattern does not seem to hold in Latin America, however (Pérez‐
Liñán 2001; Fornos, Power, and Garand 2001) and when the analysis includes a wide ar
ray of countries, the impact of PR appears quite limited (Blais and Dobrzynska 1998).

(p. 626)

It is not clear, in fact, why PR would contribute to a higher turnout. The most direct im
pact of PR is to increase the number of parties (Taagepera and Shugart 1989; Blais and 
Carty 1991; Lijphart 1994; Cox 1997) yet the available evidence suggests that turnout de
creases when there are many parties (see below). Some researchers argue that the pres
ence of safe seats in single‐member districts reduces turnout (Franklin 2004) but there 
are also safe seats in PR systems, and the probability of casting a decisive vote remains 
extremely small.5 In short, the common sense view that turnout is higher under PR needs 
to be questioned (for an exhaustive review of this question, see Blais and Aarts 2006).

It makes sense to assume that the more important the election, the higher the turnout. 
The importance of an election is directly related to the relative power of the body that is 
being elected. From that perspective, one would expect turnout to be highest for the elec
tion to the most powerful institution in a given country. This means that where there are 
two elective chambers in a country, turnout should be higher for the most powerful cham
ber, usually the lower house.6 In the same vein, where there is a directly elected presi
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dent, turnout should be higher at the presidential election (than at the legislative elec
tion) if (and only if) the president has more power than the legislature.

The United States, with its varied systems and levels of elections seems to underscore the 
significance of electoral importance; turnout is generally highest in presidential elections, 
lower in congressional off‐year elections, lower still in most state elections, and even low
er in city and county elections. As far as I can tell, however, these propositions have not 
been systematically tested across nations. Blais (2000, 40) notes that in three countries 
where the directly elected president has little power (Austria, Iceland, and Ireland), mean 
turnout for the presidential election is almost as high as mean turnout in the legislative 
election (a tiny difference of two points), which suggests that the “importance” of the 
election may not be as crucial as we are prone to believe.

The literature has examined whether turnout in lower house national elections is system
atically lower in those countries where the lower house has to share power with an upper 
house or a president or because the national government has to share power with subna
tional entities. The hypothesis that turnout is reduced with bicameralism has been con
firmed in some studies (Jackman 1987; Jackman and Miller 1995; Fornos, Power, and 
Garand 2004) but disconfirmed in others (Blais and Carty 1990; Pérez‐Liñán 2001; Rad
cliff and Davis 2000). The idea that turnout in legislative elections is lower where there is 
a “relevant” elected president or strong regional governments (Siaroff and Merer 2002)
or where parliamentary responsibility is weakened (Franklin 2004) seems to be support
ed. But the evidence does not corroborate the assertion that turnout in national elections 
is lower in federal states (Blais and Carty 1990). (p. 627) Finally, Blais and Dobrzynska 
(1998) create a summary measure of the national lower house's overall leverage (which 
they call “decisiveness”) and they find that measure to be correlated with a higher 
turnout.

The findings are inconsistent, perhaps a reflection of the fact that the indicators of the 
relative power of legislatures may not be accurate enough. Despite these inconsistencies, 
I am inclined to conclude that turnout is higher when the body to be elected has greater 
political leverage. The relationship may not be as strong as we tend to assume, however. 
It is useful to keep in mind that turnout for the election of “powerless” presidents has 
been over 80 percent in Austria and Iceland.

The last type of institution that should matter concerns the adoption of rules that facili
tate voting. The assumption is that people are more likely to vote if it is easy than if it is 
difficult. So everything else being equal, turnout should be higher when and where voting 
takes place during weekends or holidays, over a longer time period, if employers are 
forced to provide time off for their employees to vote, and if special procedures like ad
vance or postal voting are available.

Unfortunately, we know relatively little about the actual impact of such measures on 
turnout. Franklin (1996) initially reported that postal (absentee) voting and Sunday voting 
increase turnout but his subsequent analyses of turnout changes (Franklin 2004) indicate 
no independent impact. Norris (2004) examines the effect of a variety of rules (number of 
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polling days, polling on rest day, postal voting, proxy voting, special polling booths, trans
fer voting, and advance voting) and finds no effect. Blais, Massicotte, and Dobrzynska 
(2003) create a scale indicating the presence or absence of advance, postal, or proxy vot
ing and they indicate that the scale is associated with higher turnout. Again the findings 
do not appear to be very robust, possibly because information about these rules is not al
ways very accurate. It makes sense to assume that people are more willing to vote when 
it is easy than when it is difficult. But we still do not know which measures are the most 
efficient or how much difference they make. If “marginal increases in cost [of voting]…
matter only marginally” (Blais 2000, 89), then decreasing these costs through voting facil
ities measures should produce only a small boost in turnout.

Cross‐national variations in turnout can partially be explained by institutional variables 
that affect the importance of elections or the simplicity of voting (registration). That be
ing said, the literature has not produced consistent findings on the impact of such institu
tions, perhaps because the indicators that have been used have not been as precise as 
they should be.

The last set of factors that is thought to affect turnout is the party system. Research has 
focused on two dimensions: the number of parties and party competitiveness. Intuitively 
we might expect turnout to increase when there are more parties. Voters have more op
tions to choose from and they are more likely to find a party that is relatively close to 
their own points of view. Yet the empirical evidence suggests that turnout is depressed 
when the number of parties increases (Jackman 1987; Blais and Carty 1990; Blais and Do
brzynska 1998; Radcliff and Davis 2000; Kostadinova 2003; Fornos, Power, and Garand 
2004).

Two interpretations have been advanced to “explain” this intriguing finding. First, the 
presence of a multi‐party system usually leads to the formation of coalition (p. 628) gov
ernments; thus elections are less decisive in these cases because the final composition of 
the government depends on the deals that the parties are willing to make, deals about 
which voters have no say (Downs 1957; Jackman 1987). That interpretation is contradict
ed, however, by the finding that turnout is not higher in elections that produce single‐par
ty majority governments, elections which are, according to that perspective, decisive 
(Blais and Carty 1990; Blais and Dobrzynska 1998).

Second, the number of parties increases information costs for voters who must compare 
the positions of many parties on the main issues of the day (Blais and Dobrzynska 1998). 
Long Jusko and Shively (2005) present data that support such an interpretation; they 
show that it is only among the less informed that the number of parties depresses 
turnout. Yet this may not be a very robust finding because the information measures uti
lized in this study are not easily comparable. Furthermore, voters do not have to assem
ble information about each and every party, they can decide to confine their search to two 
or three options. All in all, then, the literature does not offer a compelling explanation for 
why turnout appears to be higher when there are fewer parties.
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Findings are more robust concerning the second party system variable, competitiveness. 
There is consistent evidence that the closer the electoral contest the higher the turnout 
(Blais and Dobrzynska 1998; Blais 2000; Franklin 2004). And there is a simple and rather 
compelling explanation. People are more likely to feel that their vote “counts” when an 
election is close and that feeling fosters turnout (Blais 2000). Yet it is also striking that 
closeness matters but only at the margin. As Blais (2000, 78) puts it, “a close election is 
likely to increase turnout by a few percentage points, but the fact remains that people 
vote in a national election even if the outcome of the election is a foregone conclusion.”

The impact of party system variables on turnout is not entirely clear. On the one hand, 
there is a puzzling negative correlation between the number of parties and turnout. On 
the other hand, people are more likely to vote in a close election but the link is not very 
strong.

3 Explaining the Recent Turnout Decline
As can be seen in Table 33.2, turnout has declined by 7 or 8 points since the 1990s. That 
decline has spurred concerns about the legitimacy of political institutions and it has nour
ished demands for institutional reform (Dalton 2004). Three main interpretations have 
been offered to explain the recent turnout decline.

The first interpretation focuses on the effect of generational replacement. Miller and 
Shanks (1996; see also Lyons and Alexander 2000) argued that the main source of 

(p. 629) turnout decline in the United States was the replacement of the pre‐New Deal 
generation (born before 1932) with the post‐New Deal generation (born after 1964). The 
most recent generation is simply much less likely to vote than the previous two genera
tions (New Deal and pre‐New Deal), even taking into account life‐cycle effects. This rais
es the question of why the most recent generation is less prone to vote. Miller and Shanks 
note that members of the post‐New Deal generation have weaker party attachments and 
community integration and lower interest in politics but they candidly admit that “we 
have not…been able to identify or account for the essential causal elements” (Miller and 
Shanks 1996, 112).

Blais et al. (2004), for their part, look at the socio‐demographic sources of turnout decline 
in Canada and conclude that the main reason lies in the lower turnout of the post baby 
boomers, a verdict similar to that of Miller and Shanks. They note that the most recent 
generation pays less attention to politics and has a weaker sense of duty and they suggest 
that this reflects a larger cultural change. These studies show clear evidence of genera
tional effects but they offer no compelling explanation of what triggers these generational 
differences.

An alternative explanation is proposed by Franklin (2004). Franklin is interested in ex
plaining the ups and downs of turnout within countries between 1945 and 1999, and not 
specifically in the recent turnout decline. His basic proposition is that turnout increases 
or decreases from one election to another depending on the “character” of the election, 
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mostly the degree of electoral competition. His theory is completely at odds with the pre
vious accounts. According to him, turnout varies because the character of elections 
changes over time, not because the character of voters changes (as the “generational” ac
counts suggest).

Franklin points out two main sources of turnout decline. The first is what he calls “young 
initiation,” which is the lowering of the voting age from 21 to 18 in most democracies. Ac
cording to Franklin, people face their first election at a very bad moment, when they are 
attending college or they are just starting to establish themselves in a community. He 
adds that voting is very much a habit and that those who do not vote in their first election 
are prone to abstain in the following ones. The second factor is the decline of what he 
calls “majority status” elections. Because of the fractionalization of party systems, lead
ing parties are “falling further and further below the 50 percent support threshold that 
would deliver total control of the legislature into their hands” (Franklin 2004, 192), thus 
making elections less decisive.

There is little doubt that the lowering of the voting age had a detrimental effect on 
turnout (Blais and Dobrzynska 1998). But most established democracies lowered the vot
ing age in the 1970s yet turnout started to decline only in the 1990s. Likewise, Japan, 
which has not changed its voting age (20), shows the same decline in turnout. This sug
gests that voting age legislation is not the main culprit, contrary to Franklin's claim.

The second reason for the turnout decline according to Franklin is the increased fraction
alization in party systems and its detrimental effects on election decisiveness. This line of 
reasoning assumes that decisiveness (or the lack of it) is a major determinant of turnout. 
Unfortunately, studies that have used more direct measures of decisiveness (whether the 
government that is formed after the election is a single‐party (p. 630) majority one) have 
found no relationship with turnout (Blais and Carty 1990; Blais and Dobrzynska 1998), 
and so the interpretation is not very compelling.

The third interpretation is that turnout has declined because of declining group mobiliza
tion. This is the thesis defended by Gray and Caul (2000), who examine turnout decline 
between 1950 and 1997.7 They show in particular that turnout has declined more sub
stantially in countries where union density and labor party vote share have been going 
down. And so they point to the decline of unions and labor parties as responsible for the 
turnout decline. This is an interesting argument but it is not entirely compelling. On the 
one hand, these two variables show up as less powerful predictors of turnout decline than 
changes in population size, number of parties, and percent of population between 30 and 
69. On the other hand, the median decline in union density and labor party vote share in 
those countries was only 4 and 5 percentage points, and so these two factors combined 
would “explain” only about one point of the 10‐point decline.

Our understanding of the factors responsible for the recent turnout decline is limited. 
There is strong evidence that recent cohorts are less inclined to vote but we lack a com
pelling account of why it is so. It is plausible that the lowering of the voting age con
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tributed to turnout decline but we lack a compelling account of why turnout did not de
cline in the 1980s.

4 The Decision to Vote or not to Vote
The last question to be examined is why some individuals vote (most of the time) and oth
ers do not. Before directly addressing that question, it is useful to specify the socio‐demo
graphic characteristics of voters and abstainers.

Wolfinger and Rosenstone (1980) provided a systematic analysis of who votes (and who 
abstains) in the United States, an analysis based on a huge survey of more than 88,000 
individuals. They show that the two crucial variables are first education and second age. 
They also found that government employees, the less mobile, and married people were 
substantially more likely to vote.

Blais (2000) performed the same kind of analysis, pooling together surveys conducted in 
nine democratic countries. He reports that age and education are the two most signifi
cant factors, followed by religiosity, income, and marital status.

These two studies converge on the basic conclusion that age and education are the two 
most important socio‐demographic characteristics that distinguish voters and abstainers. 
Age reflects the influence of both generational differences and life‐cycle effects. As we 
have seen in the previous section, turnout is lower among the most recent cohorts. More
over, the probability of voting increases as one gets older.

(p. 631)

Turnout is also substantially higher among the better educated. The presence of an edu
cational cleavage indicates that class differences emerge even with respect to such a sim
ple act as voting. At the same time, it must be pointed out that it is the amount of educa
tion that one has that seems to count not how rich or poor that person is. The obvious fol
low‐up question is then: Why are the better educated and the older more prone to vote 
than the less educated and the youth? To answer this question we need to review general 
theories of electoral participation.

Brady, Verba, and Schlozman (1995, 271) argue that if one asks why people do not partici
pate, three answers suggest themselves: “because they can't, because they don't want to, 
or because nobody asked.” I would add at least another possible answer: because it does 
not matter.

Each of these responses can be related to a model of electoral participation. “They can't” 
suggests that what distinguishes voters and abstainers is resources. One important model 
of electoral participation, indeed of general political participation, most elegantly articu
lated by Verba, Schlozman, and Brady (1995), is the resource model. A second model, the 

psychological engagement model, argues that what really matters is whether people care 
about politics, whether they have developed an interest in politics. The third approach, 
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the mobilization model, most forcefully developed by Rosenstone and Hansen (1993), pro
poses that the decision to vote or not to vote depends on the individual's environment. An 
individual is likely to vote if she is invited, asked, or pressured to, and she is likely to ab
stain otherwise. The fourth and last model suggests that people may decide not to vote 
because they realize that their vote does not make a difference. This is the kind of inter
pretation advanced by the rational choice approach (see Downs 1957).

The first model argues that the most crucial determinant of political activity is resources, 
more specifically money, time, and civic skills (Verba, Schlozman, and Brady 1995; Brady, 
Verba, and Schlozman 1995). The model was developed to explain political participation 
in general but it is less relevant in the case of voting, which is quite an easy activity, re
quiring little time and skills. The authors acknowledge this, concluding that “political in
terest is much more important than resources if our main project is to explain voting 
turnout” (Brady, Verba, and Schlozman 1995, 283), and “what matters most for going to 
the polls is not the resources at voters' disposal but, rather, their civic orientations, espe
cially their interest in politics” (Verba, Schlozman, and Brady 1995, 361).

The psychological engagement model is both appealing and disappointing. There is in
deed strong evidence that political interest is closely associated with turnout. The more 
interested one is, the more likely one is to vote. Those who have developed a taste for pol
itics are likely to vote and those who have no taste are inclined to abstain. There are two 
related problems with this interpretation. On the one hand, the explanation looks trivial. 
It would be very surprising to find that those who are less interested in politics are more 
willing to engage in political activities. On the other hand, the challenge becomes to ex
plain why some people are more interested than others in politics.

Verba, Schlozman, and Brady (1995) examine the factors responsible for the development 
of political interest. They focus on two factors: education and parental influence. Educa
tion has a strong direct link with political interest but it has also (p. 632) indirect connec
tions because it fosters involvement in non‐political organizations, which in turns fosters 
political interest. Parental influence is also crucial, as exposure to politics at home is one 
of the strongest predictor of political interest.8 We need more in‐depth analyses of what 
makes people tune in or out of politics but the available evidence suggests that the pos
session of such basic resources as vocabulary skills is important for the development of 
political interest. In that sense, voting may be easy but politics is not an easy topic and 
the resource model alerts us to crucial antecedents of the motivations that nourish the 
willingness to go to the polls.

The third model that has been proposed to explain why some people vote and others do 
not focuses on the role of mobilization. Rosenstone and Hansen (1993) note that from a 
strictly individualistic perspective it does not make much sense to vote because one's vote 
will not make a difference (see below) and so the explanation “must move beyond the 
worlds of individuals to include family, friends, neighbors, and co‐workers, plus politi
cians, parties, activists, and interest groups” (23).



Turnout in Elections

Page 18 of 23

Rosenstone and Hansen (1993) show that voters who are contacted by parties are much 
more likely to vote, even controlling for a host of other factors. Their finding has been 
replicated in many other studies (Rallings and Trasher 1990; Wielhouwer and Lockerbie 
1994; Clarke et al. 2004; Karp, Banducci, and Bowler forthcoming), and so there is little 
doubt that, everything else being equal, a person is more likely to vote if she has been di
rectly contacted by the parties or candidates. At the same time, it is hard to believe that 
mobilization or the lack of it is the most powerful factor that drives the decision to vote or 
abstain.

According to a fourth line of interpretation, many people do not vote because they consid
er that their vote is very unlikely to make a difference, that is, to decide who wins the 
election. This is the kind of interpretation that is advanced by the rational choice model. 
According to that model, people estimate the benefits and costs of voting and they decide 
to vote if the benefits are greater than the costs and to abstain otherwise. The costs of 
voting (the time it takes to go to the polls and to inform oneself in order to decide how to 
vote) are small but not nil. The benefits are even smaller because the probability that one 
individual vote will decide who wins is tiny. As a consequence, the “rational” citizen ab
stains because the costs outweigh the benefits (Downs 1957; see also Aldrich 1993).

The rational choice model would seem to explain why some people do not vote, but it can
not account for the fact that a clear majority still votes in national elections. And indeed 
the most thorough evaluation of the model (Blais 2000) concludes that this perspective 
has “considerable limitations” (139). Because voting is a low‐stake decision, citizens do 
not pay a high price for making the “wrong” choice. The consequence is that the rational 
choice model should perform less well for this kind of behavior.

The rational choice model has the advantage of forcing us to think about what induces 
citizens to vote when, from a purely individualistic point of view, the most reasonable 

(p. 633) option is abstention. Riker and Ordeshook (1968) point out that people may well 
derive an intrinsic benefit from the mere fact of voting, possibly a feeling of satisfaction 
derived from accomplishing one's civic duty. Indeed many people think that it is the duty 
of every citizen to vote in a democracy and that feeling is strongly correlated with the de
cision to vote (Blais 2000). This raises still another question about the nature and sources 
of such feelings. How do people get socialized to the view that voting is a “moral obliga
tion” and why do some people feel more strongly so than others?

The extant literature has shown that people vote because some are interested in politics, 
many believe it is their duty to do so, and a few are directly contacted (and they prefer to 
say “yes” to “no”). Others do not vote because they are not really interested, they sort of 
know that their own vote will not make a difference, and they have not been asked. 
Among all these factors, psychological engagement and sense of duty appear to be the 
most important but the challenge is to understand how these values are developed.
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5 Conclusion
Turnout has been declining recently but typically close to three‐quarters of those who 
have the right do vote in national legislative elections. Turnout is lower in poorer coun
tries and it is higher when the election is perceived to be important and close or when 
voting is compulsory. At the individual level, the propensity to vote increases with age and 
education. The correlation with age is particularly strong and reflects the combination of 
life‐cycle and generational effects. The latter are particularly important when it comes to 
explaining the recent turnout decline. That decline is concentrated among the younger 
cohorts. The presence of an educational gap reminds us that even if voting is easy, follow
ing politics and nourishing an interest for public affairs are not.

The decision to vote or not to vote hinges on many considerations but the two most im
portant ones appear to be whether one is interested in politics or not and whether one 
feels that voting is a civic duty. And so the challenge is to come up with compelling expla
nations for why people tune in or off politics and for why they come to believe that voting 
is a moral obligation or simply an individual choice option.
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Notes:

(1) Turnout in the United States is usually expressed as a percentage of the voting age 
population. McDonald and Popkin (2001) have shown that this underestimates “true” 
turnout because the denominator includes non‐citizens and prisoners.

(2) Norris (2002) qualifies the verdict; she finds that the effect is confined to older democ
racies.

(3) Compulsory voting prevails in twenty‐six countries around the world. In eight coun
tries (Australia, Belgium, Cyprus, Fiji, Luxembourg, Nauru, Singapore, and Uruguay) 
there are sanctions for abstention and these sanctions appear to be enforced (see 

www.idea.int/vt/compulsory_voting.cfm and Bilodeau and Blais 2005).

(4) District magnitude refers to the number of seats in a given district. Typically, in a first 
past the post system one member is elected in each district. In a PR system, districts can 
be relatively small (let us say five members to be elected) or large (let us say twenty). The 
larger the districts, the easier it is for small parties to obtain seats.

(5) More specifically, it may be quite obvious that my preferred party will win one seat 
(neither more nor less) in my PR district and whether I vote or not will make no differ
ence. It could still be, however, that people are less likely to think that their vote is wast
ed in a proportional representation system.

(6) Obviously, all these propositions hold only when and where elections for the different 
offices are held at different points in time.

(7) Rosenstone and Hansen (1993) also impute much of the turnout decline in the United 
States to declining party mobilization. The problem with this interpretation is that it is 
not clear that turnout actually declined in the United States (see McDonald and Popkin 
2001).

(8) The other strongest predictor, according to Verba, Schlozman, and Brady (1995), is in
volvement in school activities. One wonders, however, whether those who participate in 
school activities are not those who have already developed some interest in public affairs.
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Abstract and Keywords

This article discusses the significance of the party members to their respective political 
parties. It shows the lessons provided by recent research about those who join parties 
and what this research may most likely suggest about the future of membership-based po
litical organizing. It views parties as membership associations and studies party mem
bers. Their participation with parties and the democratic process is studied, along with 
the concept of linkage. The article concludes with a section on the relationship between 
the decline of party membership and the obsolescence of political participation.
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POLITICAL parties are at the heart of democratic political institutions, and party mem
bers are at the heart of some of these parties. And in many parties, members have been 
gaining increasing responsibility for decisions such as candidate selection, decisions that 
ultimately have a great impact on their country's politics. Because party members are so 
close to the center of politics, political scientists have long been concerned to understand 
their motivations and priorities. In recent years this interest has stimulated a wealth of 
research on the attitudes and activities of party members. Perhaps paradoxically, this en
thusiasm for studying party members has come at a time of rapidly waning enrollments in 
parties in established democracies. This chapter will discuss what members have meant 
to parties in the past, what we have learned from recent research about those who join 
parties, and what this research may suggest about the likely future of membership‐based 
political organizing.

1 Parties As Membership Associations
The advent of membership‐based parties roughly coincided with the extension of the fran
chise in Europe and in former British colonies. The European Socialist parties of the late 
nineteenth and early twentieth centuries were the first parties to pursue a (p. 637) strate
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gy of mass enrollment, a strategy which initially focused on newly enfranchised voters 
and on those who hoped to win voting rights. The largest of these parties boosted enroll
ment figures by corporate membership schemes, whereby members of trade unions or 
other organizations were automatically registered as party members (for instance, the 
British Labour party in its first decades). Such arrangements increased membership and 
generally strengthened party finances, but they did not necessarily represent an increase 
in individual‐level political participation. However, some of these original “mass” parties 
did strive to make individual party membership a meaningful experience that both includ
ed and went beyond politics, offering their members opportunities for education, recre
ation, and economic benefits such as access to insurance schemes.

Other parties took note of the electoral success of the socialist parties, and sought to em
ulate their organizational strategies by building up their own popular organizations. But 
these efforts were limited, and prior to the Second World War parties with large member
ships remained more common on the left than the right. Even on the left, large member
ships were not universal (Scarrow 2000). It was only in the 1950s and 1960s that party 
membership soared on both the left and the right across the western democracies. These 
decades were the hey‐day of the membership party, the years when Maurice Duverger 
was predicting that mass‐based parties were the future norm (Duverger 1963). In these 
years, parties in many established democracies boasted enrollments of well over 10 per
cent of the electorate (for instance, Austria, Denmark, Finland, New Zealand, Norway, 
Sweden, and Switzerland). Yet by the 1980s these figures had begun to drop, and the 
membership highs of the 1950s and 1960s began to look more like an anomaly than the 
norm (Katz, Mair, et al. 1992; Scarrow 2000; Mair and van Biezen 2001).

At first, this decline was not uniform across countries, or unidirectional within them. 
Moreover, some of the drop was easily discounted, reflecting as it did an improvement in 
party record keeping, as national parties began to keep databases of individual members, 
and as they adopted changing rules about who counted as a current member. In some 
cases, these new definitions made it much easier for individuals to obtain membership, 
and should have boosted membership by lowering the costs of joining, turning member
ship into an easy credit‐card transaction rather than a personal act, one which in some 
cases required a prospective member to be vetted by local party leaders and even 
vouched for by member sponsors. But in other cases, the new rules clearly reduced the 
size of the paper membership, for instance by introducing national databases with indi
vidual records, something that stopped local parties from reporting inflated membership 
figures. And some of the drop was relative: because electorates were growing, the pro
portion of the electorate enrolled in political parties dropped more rapidly than the ab
solute numbers of members. Still, by the beginning of the twenty‐first century all meth
ods of measuring membership indicated a widespread and long‐term enrollment decline 
in party membership in established democracies, with little to suggest that this was any
thing other than a permanent change. Even in the Scandinavian countries, where mem
bership parties had deep roots, and where party enrollments had been well in excess 

(p. 638) of 10 percent of the electorate, all of the established parties experienced sharp 
drops in their memberships. Nor was this decline in party memberships completely offset 
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by interest in newer parties. In the 1980s new parties like the Greens gained solid elec
toral footholds in many countries, but their membership organizations remained relative
ly small compared to the mass parties of the past. By the beginning of the twenty‐first 
century, there were few established democracies in which parties claimed to enroll more 
than 8 percent of the electorate, and self‐reported membership in opinion surveys showed 
a similar decline from the 1980s to the 1990s, though there was perhaps some leveling 
off of that trend in the 1990s (Scarrow 2000; Mair and van Biezen 2001). Table 34.1
shows self‐reported membership in a variety of established and new democracies. Al
though self‐reports may be prone to over‐representation in the same way as (p. 639) self‐
reported turnout, they do give a sense of the proportion of the electorate who were en
gaging in politics through political party membership.1
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Table 34.1 Participation in political partiesa (party members as % of 
population)

Established Democracies Newer Democracies

Country % Members Country % Members

Iceland 19.0 S. Africa 9.2

Austria 11.8 Slovakia 6.9

India 11.4 Croatia 5.0

Sweden 10.3 Bulgaria 4.7

The Netherlands 9.3 Peru 4.7

Greece 7.9 Argentina 4.5

Belgium 7.0 Mexico 4.5

Denmark 6.6 Philippines 4.3

Malta 6.2 Czech Republic 4.1

Canada 6.1 Slovenia 3.0

Finland 6.1 S. Korea 2.7

Luxembourg 5.1 Chile 2.5

Ireland 4.3 Romania 2.3

Italy 4.1 Lithuania 2.0

Japan 3.5 Latvia 1.9

Germany 2.9 Estonia 1.7

United Kingdom 2.6 Hungary 1.7

France 1.9 Poland 0.9
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Spain 1.7

Portugal 1.6

(a) Membership in Political Party or Groups.

Sources: World Values Survey 1999–2001.

Yet even amid signs of waning membership in these countries there were other signs in 
the 1990s that membership‐based party organization was not altogether obsolete. Out
side of the established democracies new parties in at least some of the third‐wave democ
racies were creating and building up new membership associations. For instance, in the 
Czech Republic, Hungary, and Slovakia, the enlistment of members in new and newly de
mocratized parties brought membership rates close to the levels of those in some of their 
western European counterparts. This was achieved despite the membership losses of the 
former communist parties in the years immediately after the establishment of democratic 
electoral competition (Mair and van Biezen 2001 and Table 34.1). In Latin American and 
Asian democracies some parties have also used membership organization to mobilize 
their supporters. For instance, in some populist‐oriented parties local leaders have culti
vated grass roots support and enhanced their own political positions by building local 
party organizations (e.g. the PRI in Mexico, or the Peronists in Argentina), and in these 
countries patronage benefits have increased the incentives for individuals to join the par
ties which control national or regional governments (Serrano 1998; Calvo and Murillo 
2004). Although firm membership figures are hard to come by in these countries, surveys 
show self‐reported membership levels that are at least as high as in established European 
democracies.

Even in parties that have been run as patronage organizations, and that have attracted 
members with individual economic incentives more than with political benefits, member
ship has not necessarily been meaningless when considered as a form of political partici
pation. For instance, in the two Latin American parties named above, party members 
have recently gained rights to participate in party primaries. Indeed, parties throughout 
Latin America recently have been experimenting with new rules for candidate selection 
that include party members (as have some Asian parties) (Martz 2000; Langston 2001; 
Wu 2001; de Luca, Jones, and Tula 2002). As this suggest, in many of the newer democra
cies there seems to be a strong commitment to organizational ideas that are built around 
membership bases. In most contemporary democracies, new or established, the parties 
enroll only a small minority of citizens. But these individuals may wield disproportionate, 
and apparently increasing, political influence.

1.1 Explaining Membership Decline (and Growth)

What factors account for the declining popularity of party membership in the established 
democracies? Those who have studied this phenomenon disagree as to whether it should 
be ascribed more to parties' loss of interest in enrolling members (p. 640) (demand‐side 
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factors), or to changing lifestyles which make citizens less interested in enrolling (supply‐
side factors) (Scarrow 1996).

On the one hand, parties may be less interested in recruiting because some tasks once 
performed by party members now can be more easily handled in other ways. In many 
countries, parties which once relied on member donations now receive a large portion of 
their revenues from state subsidies, and at least in national elections, labor‐intensive 
campaign methods have been displaced by mass media campaigns. For all these reasons, 
some suspect that party leaders are not as eager to recruit as formerly, not least because 
maintaining a large membership is not cost free. Parties which want to attract and main
tain members generally offer services and benefits to members in addition to the opportu
nity to attend local party meetings. These benefits may include “insider” information (via 
newsletters or password protected websites), participation opportunities (for instance, 
party primaries, party congresses), and often, non‐political advantages, whether this be 
selective access to jobs and other resources controlled by the state, or benefits of the 
types that non‐party organizations may also offer (consumer discounts, credit cards, vaca
tion clubs, etc.). Parties may be reluctant to pay the costs of providing these benefits un
less they view party members as an electoral asset.

On the other hand, many would ascribe declining party memberships to changing 
lifestyles and values among parties' core supporters, changes that have reduced the sup
ply of potential members. Citizens have access to a much greater range of leisure activi
ties than they did a half‐century ago, and they also have much greater opportunities to 
participate in politics in other ways, whether in single‐issue movements or via the inter
net (Dalton 2006). Against this background, participation in political parties is not as at
tractive as it once was.

These supply‐side and demand‐side explanations for declining memberships are compati
ble, but the relative emphasis given to each has implications for expectations about 
where this trend is headed. Those who emphasize demand‐side explanations cast doubt 
on whether parties will really want to enroll members, but all agree that if they do they 
are more likely to boost enrollments by offering incentives for participation that evolve 
along with citizens' priorities and lifestyles (for instance, Seyd and Whiteley 1992). In ei
ther case, even if there are some changes that may enable parties to combat their waning 
appeal, it seems unlikely that we will soon see a major growth in party memberships in 
established democracies. What is less clear is whether parties in newer democracies can 
hold onto, and perhaps boost, their memberships, or whether these, too, will decline in 
the face of changing lifestyles, and changing campaign styles.

Yet even if memberships are in decline in many countries, we need to put this develop
ment into perspective. As has been made clear above, in most democracies party mem
bers are, and always have been, a small subset of the wider electorate. But the impor
tance of membership parties may not be indicated by their size alone. Parties with well‐
developed memberships may contribute to political integration through their local net
works, and they may thereby foster political stability. This was a claim of some mid‐twen
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tieth century analysts (for instance, Neumann 1965; Rokkan 1966; Weiner and LaPalom
bara 1966), and it is one that continues to resonate. Some contemporary advocates of de
mocratic development argue that parties must have active and internally empowered 
members if they are to compete successfully, and if they are to contribute to democratic 
stability. For instance, one well‐funded democracy‐promotion institution has proclaimed 
that “the strength and stability of a national political party and the success of its candi
dates for elective office at every level are closely related to the number of active, enthusi
astic party members and supporters at the local level” (National Democratic Institute 
2003, 10). Few academic students of party development would go quite this far in pro
claiming party members to be either the sine qua non of democracy, or of a party's elec
toral success. Nevertheless, many would agree that they can be very influential. Even if 
memberships are neither as broad‐reaching nor as large as they once were, in most 
democracies party membership and party activism remain important outlets for political 
participation, and the extent and structures of party's membership organizations can 
have important consequences that affect national political life. This makes it important to 
ask what types of people join parties, what motivates them, and the extent to which they 
help to shape political outcomes. Recent scholarship has greatly improved our ability to 
answer these questions.

2 The Study of Party Members
Until the 1980s, most of what we knew about party members came from studies of single 
towns or regions. These snap shots still provide good portraits of party life in an earlier 
era, but they gave little basis for generalization, and they provided little information 
about the attitudes and motives of individual party members. This changed with the ad
vent of more systematic surveys of party members. These surveys were made possible to 
a large extent by organizational changes within the parties themselves, as national par
ties developed better membership databases, and as national party organizations became 
more professionalized, and therefore more sympathetic to social science methods. Some 
parties initially entrusted such studies to party‐affiliated researchers (for instance, in Ger
many Falke 1982; Becker and Hombach 1983; Reif and Schmitt eds. 1987), but by the 
1990s party leaders in several countries proved surprisingly willing to let independent po
litical scientists survey their members and publish the results. In the UK Patrick Seyd and 
Paul Whiteley led the way with surveys of Labour and then Conservative party members 
(Seyd and Whiteley 1992; Whiteley, Seyd, and Richardson 1994). These were comple
mented by surveys of Liberal Democrat members and even a survey of the members of 
the tiny British Green party (Rüdig, Bennie, and Franklin 1991). Their findings helped to 
spur similar efforts in other countries, including Canada, Denmark, Germany, Ireland, the 
Netherlands, and Norway. Similar studies were also conducted in the United States, 

(p. 642) where research focused on parties' active supporters, in the absence of formal 
membership provisions (Stone, Rapoport, and Schneider 2004). Although the survey 
frameworks for these studies were only loosely coordinated, all were linked by a common 
interest in several overlapping themes, something which makes it relatively easy to com
pare their findings. In addition, researchers profited from the cooperation of national po
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litical parties in conducting more systematic studies of those who were most active within 
parties, the party convention delegates (for instance, Reif et al. 1980; Kirkpatrick 1976).

About the same time as these surveys were being conducted, and sometimes in conjunc
tion with them, researchers began to more systematically investigate the electoral impact 
of party members and other party volunteers. In addition to this research on campaign ef
fects, an increased number of national election studies began to use questions and re
search designs that made it possible to compare the actions and attitudes of party mem
bers with those of other party supporters. Together these studies have helped to flesh out 
our picture of the motives of party members, and their impact on policies. So perhaps 
ironically, even as party memberships have been declining in established democracies, we 
have gained a much greater understanding of the relations between parties and their 
members in these countries. This research, summarized below, can also help us to under
stand how the loss of members may affect the ways that parties carry out their traditional 
activities.

3 Party Members and Linkage: How Represen
tative are Members?

3.1 The Demography of Membership

Ever since the first systematic studies of political participation, it has been clear that 
those who join parties, like those whose participate in most types of political activities, 
are not a demographically representative sample of the electorate (Verba, Nie, and Kim 
1978; Parry, Moyser, and Day 1992). Party members tend to have above‐average levels of 
education and income. They are more likely to be male than female. They tend to be older 
than the population average (see especially Widfeldt 1995). While the age structure is not 
unexpected for this kind of political activity, it is notable that in many parties the average 
age of membership seems to be increasing.

There are a few exceptions to these general demographic patterns. For instance, Green 
parties tend to have comparatively younger memberships, something which probably re
flects their relative newness (they have fewer long‐term members who have aged within 
the party), not just the youthfulness of their political appeal. The British Conservative 
party is notable for the gender parity in its membership (p. 643) (Whiteley, Seyd, and 
Richardson 1994). Historically, parties of the left have tended to be more inclusive than 
other parties in terms of the education and income levels of their members. However, in 
recent years the difference between left and right parties on this score has been declin
ing in many countries, reflecting the broadened appeal of left parties as well as the in
creasing educational levels in society. Because of this shift, parties of the left do not stand 
out as they once did as organizations that help to counteract the social disparities that 
are evident in almost all other forms of political participation. Since participatory skills 
acquired in one arena can empower individuals to be active in other areas (Verba, Schloz
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man, and Brady 1995), this change within the parties may exacerbate the inequality in 
the ranks of those who participate in politics more generally.

The demographic disconnect between party members and the broader society could have 
several types of political consequences. At the least, if a party's membership does not re
flect the electorate it hopes to represent, the party's credibility may suffer. For instance, 
it will be more difficult for a party to campaign on a platform of improved rights for 
women if it has few female members within its ranks, and particularly if the lower ratio of 
female members translates into a lower proportion of female candidates. More generally, 
a party's membership can help it to sustain informal contacts in its communities. Con
versely, if the party lacks members from particular groups, its links with those groups are 
weakened. An even worse consequence of this demographic disconnect could arise if a 
party's decisions reflected the interests of its most engaged supporters rather than those 
of its target constituencies. For instance, if retirees and those close to retirement make 
up a majority of party members, parties may be more inclined to shield retiree benefits in 
economic crises, even at the cost of social services for younger (and probably more nu
merous) voters. This disparity of interests might be most evident, and most likely to mat
ter, in parties that give members a large role in selecting candidates and in determining 
party policies.

In fact, it remains an open question whether demographic differences really lead to a 
huge disconnect between the policy preferences and attitudes of party members and oth
er potential party voters. Thus, one study found little difference in the left–right self‐
placement of party members and party supporters despite their different backgrounds, 
suggesting that demographic disparities did not have significant political consequences 

(Widfeldt 1995). More detailed studies of members' views have found a bit more evidence 
that these differences might affect policy outcomes. For instance, a study of nine Danish 
parties found that female members were significantly more interested in social issues 
than their male counterparts—a potentially significant difference given that women were 
under‐represented in all the parties (Pedersen 2004). If there are similar systematic pref
erence differences on other issues and in other parties, the demographic composition of 
party memberships could affect political outcomes, possibly making parties less elec
table, or, even if they win, making them less effective in representing the interests of 
those who vote for them. However, there is little hard evidence that these differences are 
big enough to pose a major challenge for most parties.

(p. 644) 3.2 Are Party Members Radicals?

The potential disconnect between the priorities of members and other party supporters 
could be exacerbated by non‐demographic differences. It is widely suspected that party 
members may have more intensely held, and therefore more radical or ideological, politi
cal views than other party supporters. This suspicion, which is almost as old as organized 
parties themselves, was formalized and extended by the Australian political scientist John 
May, who dubbed it the “Special Law of Curvilinear Disparity” (1973). According to May, 
both ordinary party members and those who hold public office may be more interested in 
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politics than those who merely vote for the party. But because party office‐seekers and 
higher officeholders have personal reasons to care about winning elections, they are like
ly to be concerned about attracting moderate voters as well as about pursuing ideological 
agendas. In contrast, the chief reason for supporters to join a party is to help advance 
their favored causes and beliefs. As a result, “mere” party members are likely to be more 
ideologically motivated than either the mass of the party's voters, or the pragmatists who 
hold public office. If this assumption is true, it suggests that party members will often be 
dissatisfied with party leaders, whom they are likely to view as too willing to compromise. 
The exception to this may occur where party members have a large say in nomination and 
leadership selection procedures. But candidates selected this way might be less appeal
ing to a party's target electorate than candidates selected by party bosses who had kept 
an eye on opinion polls. In other words, if May was right about this disparity of views, the 
expansion of democracy within parties would be likely to detract from the quality of 
democracy within a polity by creating parties that are less representative of the broader 
constituencies they are seeking to serve. But was May right about this?

Although there is a great deal of anecdotal evidence to support the idea that party ac
tivists hold more radical views than other party supporters, systematic investigations 
have provided only slim evidence for the validity of May's “Special Law.” In fact, most 
studies show that the views of party activists largely resemble those of less active party 
members, and that to the extent there are differences among those with different levels 
of involvement, it is the party officeholders and party candidates, not the mid‐level ac
tivists, who hold the most radical views (Norris 1995; Narud and Skare 1999; Gallagher 
and Marsh 2004). In the United States, studies from the 1970s onward have found that 
party convention delegates do seem to be less centrist than most party supporters, but 
they have found little curvilinearity in this phenomenon—office‐seekers at the top of the 
party did not seem to moderate their views (Kirkpatrick 1976; Miller 1988; Herrera and 
Taylor 1994). In Europe, a few studies have indeed found limited evidence of the predict
ed curvilinearity between the attitudes of representatives, mid‐level elites, and other par
ty members or supporters, but these differences have mostly been confined to ideological
ly charged issues, and to certain types of parties (Kitschelt 1989; Narud and Skare 1999).

Thus, research suggests that the attitudes and priorities of party members are not all that 
different from those of other voters, despite the differences in members' (p. 645) back
grounds, and the differences in the intensity of their political engagement. This should be 
reassuring to those who advocate getting party members more involved in party decision 
making. Furthermore, even if members might be more ideological on some subjects, we 
still do not have much evidence about how party members' views affect their actions. 
Counterbalancing the anecdotal evidence of radical—and unelectable—candidates chosen 
by members in party primaries are stories of party members being more pragmatic than 
some leaders about putting electability ahead of ideological purity when choosing party 
programs and candidates (for example, the German Greens in the early 1990s, or the 
British Labour party in the 1980s). When confronted with the evidence of opinion polls, 
and the specter of electoral defeat, party activists and elites might prove to be equally 
motivated by electoral considerations (Abramowitz et al. 1983). Finally, even if active 
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members are ideological purists, in some situations articulating distinctive positions may 
be a better strategy than courting the median voter. In other words, while the demogra
phy of party membership suggests that parties tend to do badly in forming grassroots 
connections with all parts of society, or even with all parts of their target electorate, stud
ies of members' attitudes suggest that the political implications of this incongruence are 
less than might be feared. And studies of parties' policy outputs—their party programs—
suggest that their positions are largely in line with those of their supporters, but where 
they diverge they are if anything less, not more, radical than those of their supporters. 
This congruence occurs despite the fact that most party programs need to win the ap
proval of the supposedly most radical group of party activists, the party convention dele
gates (Klingemann 1995).

4 Participation within Parties and the Democ
ratic Process
To what extent do party members actively participate in politics? Of course, merely join
ing counts as a form of participation, and enrolling and maintaining membership status 
represents a greater amount of political engagement than most citizens are willing to un
dertake. And “merely” enrolling is not an insignificant act, because parties may benefit 
from the endorsement provided by those who are willing to join, and because the act of 
joining may reinforce an individual's loyalty to a political cause. But, as noted above, in 
many cases today the act of party affiliation has become an impersonal credit card trans
action that can be completed on the internet, without any personal contact with party or
ganizers, and with no requirements of further activity. Given this, it is not surprising that 
the amount of activity associated with membership varies widely. So it is worth asking to 
what extent members engage in political activities within their parties? And to what ex
tent do their parties seem to gain electoral advantages from these activities? The answer 
to (p. 646) this latter question can help us to understand possible implications of the rise 
or decline in party memberships.

In fact, most studies have shown that many party members are largely inactive within 
their parties, while others are engaged primarily at times of high mobilization, such as 
national election campaigns. These numbers do vary across parties, however. It is not 
clear what determines the level of activity within any particular party, or whether the ra
tio of active to passive members is fixed or changeable within them. If the ratio is gener
ally fixed, activity levels in parties would rise and fall along with enrollment figures. How
ever, if the number of people involved is determined more by the size of the job to be 
done—the number of local government candidacies to fill, the number of leaflets to deliv
er—the number of members active within a local party could remain fairly constant even 
as membership fluctuates. In the latter case, declining membership numbers would have 
less of an immediate impact on the parties' outreach activities.
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Surveys of party members and national election surveys give inconsistent evidence on 
these points. In some countries, self‐reported activity within parties did increase even as 
membership declined in the 1980s, suggesting that parties were left with smaller mem
berships but more active members (Scarrow 2000). But surveys focused on party mem
bers give a different picture. For instance, in Norwegian parties in the 1990s self‐report
ed rates of participation by individual members did not increase as membership fell, nor 
did most members shift their activity patterns in response to parties' creation of new in
ternet‐based communications channels (Heidar and Saglie 2003). In these parties, the 
loss of party members seemed to translate directly into diminished party activity. Surveys 
of the British Labour party in the 1990s suggested an even worse picture for the party, 
with absolute membership levels declining, and with the remaining members reporting 
that they were less active than they had been (Seyd and Whiteley 2004; 358). Although 
Fine Gael membership did not decline in the 1990s, its members also were more likely to 
describe themselves as less rather than more active than they used to be (Gallagher and 
Marsh 2004; 91).

So there is good reason to think that a variety of changes may be adding up to diminished 
activity at the parties' grassroots. Still, this does not mean that the remaining member
ship activity is altogether unimportant. Party members may continue to help their party's 
electoral efforts in concrete and active ways, including fundraising, helping with cam
paigns, helping with year‐round activities, filling candidacies, and reaching out to other 
supporters in less formal ways. What do we know about how well party members perform 
these tasks, and about how, if at all, their activities have changed in recent decades?

4.1 Party Members and Party Finances

In most parties, membership involves a financial commitment, and members are often ap
proached to make additional contributions to support the party cause. Indeed, Duverger 
described members' financial contributions as one of their crucial (p. 647) functions, 
something that was key to the success of mass membership parties of the left. In his 
words, the invention of the dues‐paying mass membership was equivalent to the invention 
of savings bonds to finance wars: in both cases, large sums were raised from small 
amounts (Duverger 1963, 63). But how important are members' contributions today, when 
parties of the left can attract the large‐scale support of businesses as well as of trade 
unions, and when parties of all political stripes are increasingly reliant on public subsi
dies?

In many parties, donating money is one of the activities which sees the highest levels of 
member participation. In the countries for which we have such information, members 
who listed providing financial support as among the activities in which they were most 
likely to engage were over 80 percent of British Labour and Conservative party members, 
and of Canadian party members; almost 70 percent of German party members, over 50 
percent of Dutch party members, almost 50 percent of Norwegian party members. In 
most cases, these donations were in addition to regular dues payments (Seyd and White
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ley 1992, 95; Whiteley, Seyd and Richardson 1994, 74; Cross and Young 2004, 27; Hein
rich, Lübker, and Biehl 2002, 30; Van Holsteyn 2001, 13 Heidar and Saglie 2003, 770).

How much difference such contributions make is another matter. Although good figures 
on party finance are notoriously hard to obtain, it seems unlikely that members' contribu
tions are a main source of revenue for major parties in any of the established democra
cies. Moreover, the relative importance of such contributions has almost certainly de
clined in many (though not all) countries as parties have obtained access to other funds, 
particularly to public subsidies (Katz and Mair 1994). On the other hand, the importance 
of these donated sums may exceed their monetary value. In Germany, for instance, par
ties rely heavily on public subsidies, but they are required to raise at least half of their 
funds from non‐public sources. Members' contributions help them to meet this require
ment. Even where parties do not operate under the same legal constraints, the marginal 
value of members' contributions may be high, particularly when these support parties' lo
cal organizations and activities (Pedersen et al. 2004, 377).

4.2 Party Members and Campaigning

In recent decades much has been written about the professionalization of election cam
paigns (sometimes described as “Americanization”). This is usually equated with the in
creasing centralization and homogenization of national‐level contests, as parties strive to 
present a single unified message. Many have assumed that nationalized, professionalized 
campaigns would have little room for local efforts, which is one reason for anticipating a 
declining demand for party members. Despite these predictions, in most countries parties 
do still attempt some forms of grassroots campaigning, and these campaigns are an im
portant part of local party life: to the extent that party members ever participate in parti
san activities, it is most likely to be in campaign efforts. Rates of reported participation in 
campaign activities ranged from (p. 648) one‐quarter and one‐third of party members in 
Denmark, Norway, and in the British Conservative Party, up to well over 50 percent of 
members in Germany, Canada, the Netherlands, in the Irish Fine Gael, and in the British 
Labour party (Pedersen et al. 2004, 377; Heidar and Saglie 2003, 770; Whiteley, Seyd, 
and Richardson 1994, 74; Heinrich, Lübker, and Biehl 2002, 30; Cross and Young 2004, 
27; Van Holsteyn 2001, 13; Gallagher and Marsh 2004, 232; Seyd and Whiteley 1992, 95).

So, many members are mobilized at election times, but do their efforts matter? Recent re
search suggests that such activities are more than a mere vestige of past campaign eras. 
Studies from Ireland, Canada, the United States, and the United Kingdom have found that 
the efforts of active local parties and/or of active party members can have a positive and 
politically significant impact on their parties' election results (Huckfeldt and Sprague 
1992; Denver and Hands 1992; Seyd, and Whiteley 1992; Whiteley, Seyd, and Richardson 
1994; Carty and Eagles 1999; Gallagher and Marsh 2004). If local activity seems to have 
an impact in countries like the United States and the United Kingdom, where campaigns 
are highly professionalized and highly nationalized, there is every reason to believe that 
local party activists elsewhere could have a similar impact by mobilizing and motivating 
voters. Their efforts may be even more important in local and regional elections, where 
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media campaigns generally play a smaller role. In sum, grassroots campaigning by party 
members may not be the most visible aspect of contemporary election contests, but it is 
by no means an obsolete or irrelevant form of political participation.

4.3 Party Members and Year‐Round Activities

One of the distinctive features of many membership parties has been their active exis
tence between national elections. They have engaged supporters in year‐round activities, 
giving them opportunities to participate in politics, and providing social opportunities 
that reinforce political identities. Yet while some local parties may be active year round, 
many of their members are not. In most parties only a minority of party members regular
ly attend local party meetings or other events. This picture of passive members should 
not be overdrawn. In three countries where members have been surveyed on the ques
tion, and in the British Labour party, a majority reported attending at least one local par
ty event per year (though figures from Norway and from the British Conservatives were 
lower) (see Table 34.2). This suggests that at least in some places, membership was more 
than a mere paper transaction, even if it did not lead to intensive involvement. However, 
far fewer were highly active, attending meetings regularly throughout the year, or giving 
large amounts of time each month. German party members seem to be the exception. 
Though they did not report on their meeting attendance in quite the same way, 47 per
cent listed themselves as giving five hours or more to party work per month (Heinrich, 
Lübker, and Biehl 2002, 29). With this one exception, it seems clear that it is only a small 
fraction of party members who treat party activities as a focal point of their leisure activi
ties; the rest are probably linked to their party more by impersonal communications 
(news- (p. 649) letters, e‐mails) than by face‐to‐face contacts. This is perhaps one reason 
some parties which practice intra‐party democracy have favored postal ballots rather 
than holding local caucuses to decide issues—because mailed ballots are likely to engage 
a much broader, and possibly more representative, segment of the membership.
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Table 34.2 Attendance at local party meetings (%)

Never 1–2 times/year Frequently

Canada 39 27 21

Denmark 43 27 30

Ireland (Fine Gael) 18 44 14

Norway 52 29 19

United Kingdom 68 (C) 36 
(L)

14 (C) 14 (L) 11 (C) 30 (L)

Canada Frequently = 6 or more times per year

Denmark Frequently = more than twice a year

Ireland Frequently = 6 or more times per year

Norway Frequently = 5 or more times per year

United Kingdom Frequently = 6 or more times per year (Conserva
tives); Frequently = “ Frequently ” (Labour party); 1–2 times/year = “ 
Rarely ” (Labour party)

Sources: Seyd and Whiteley 1992; Whiteley, Seyd, Richardson 1994; 
Heidar and Saglie 2003; Cross and Young 2004; Gallagher and Marsh 
2004; Pedersen et al. 2004.

4.4 Party Members and Candidate Recruitment

In most parties with formal memberships, party members have traditionally been the 
chief source of parties' candidates for local and national offices. Some members may join 
a party in hopes of gaining a nomination, but it is just as likely that parties actively re
cruit from among the membership to obtain a sufficient number of nominees, particularly 
for local government elections and for non‐winnable national seats. The amount of candi
date recruiting to be done depends on the number of layers of elected government, as 
well as on the size and partisanship of local councils. However, whatever the electoral 
structures, it is to be expected that members of small parties are more likely than others 
to be called upon to serve as party candidates, because there is greater need for their 
services relative to the number of seats to be contested. This was especially obvious in 
Germany in the 1990s, where members of small parties stood as candidates at much high
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er rates than their counterparts in larger parties: 46 percent of Green party members, 49 
percent of FDP members, compared with 31 percent of SPD and 33 percent of CDU mem
bers. The same phenomenon could also be observed cross‐regionally, with those in the 
membership‐weak eastern German branches much more likely to have been called upon 
to be candidates than their western counterparts: 57 percent of SPD members, and 48 
percent of (p. 650) CDU members, well above their parties' national averages (Heinrich, 
Lübker, and Biehl 2002, 31). In other countries where members have been surveyed, 
rates of candidacies have been lower, but still impressive considering the proportion of 
members who are completely inactive: over 5 percent of members in the Irish Fine Gael 
and in the British Conservative party, and at least 15 percent of members in Danish par
ties and the British Labour party (Seyd and Whiteley 1992; Whiteley, Seyd, and Richard
son 1994; Gallagher and March 2004; Pedersen et al. 2004). Even in the larger parties it 
seems likely that many who are politically engaged enough to join a party will stand for 
office at some point, though far fewer of them will wind up securing a public office.

4.5 Party Members and Informal Outreach

In addition to participating in party activities, members can support their parties by the 
ways they relate to their communities in informal settings, sharing party messages with 
friends and co‐workers, and mobilizing others by their own example. This may be espe
cially likely to happen in a country like Germany, where 80 percent of party members re
port that they are also active members of non‐party organizations, including social clubs, 
sports clubs, trade unions, and professional societies (Heinrich, Lübker, and Biehl 2002, 
24). But even where party members hold fewer formal memberships in other groups, they 
may still have an influence on their immediate milieu. For instance, over 80 percent of 
British party members reported that they had discussed politics with non‐party members, 
while over 40 percent of Danish party members and over 50 percent of Dutch party mem
bers reported that they had tried to persuade others to vote for their party (Seyd and 
Whiteley 2004, 362; Pedersen et al. 2004, 378; van Holsteyn 2001). Lacking similar infor
mation from other parties, it is hard to know whether such personal endorsements are 
typical, and it is hard to measure the impact of such informal contacts, but these figures 
do reinforce the assumption that members are likely to benefit their parties by their “am
bassadorial” engagement outside the party realm.

4.6 Party Members and Internal Decision making

In many countries, party members are playing an increasingly important role in party de
cision making. In countries where democratic and transparent procedures are held in 
high regard, including members in party decisions can enhance the legitimacy of the re
sults. Party leaders may agree to such changes in part because of the perceived populari
ty of inclusive procedures. In other cases, they may do so in hopes of diffusing conflicts 
between intra‐party factions by giving clear rules for resolving leadership disputes. What
ever the reasons, in recent years party members in many countries have assumed more 
responsibility for selecting candidates, whether in party primaries or in local party cau
cuses (Martz 2000; Scarrow et al. 2000; Bille 2001; Wu 2001). In addition, party members 
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are increasingly asked to (p. 651) weigh in on the selection of national party leaders. In 
some instances, they are also asked to vote in party‐internal “referendums” to help set 
party policies on controversial issues that might otherwise split their parties. Even if the 
new rules do not necessarily resolve the internal conflicts, the procedural changes have 
increased the political content of membership for those who chose to be active within 
their parties. Voting rights can be a meaningful membership privilege, one that encour
ages supporters to join, and encourages would‐be candidates to enlist their supporters. 
The introduction of these voting rights can change the meaning of party membership in 
other ways as well. When parties use postal ballots to make their decisions, members are 
able to be active participants whether or not they have any other contact with their local 
parties. As a result, party membership may become simultaneously a less active commit
ment, but also a potentially more influential form of political participation.

5 Party Members and Political Participation: 
Decline, not Obsolescence?
The preceding discussion makes clear that the decline of party membership is not neces
sarily the same as the obsolescence of this form of political participation. In today's mem
bership parties few members are extremely active, but many do occasionally participate 
in campaign events, in meetings, or at the very least through their extra donations. Be
cause of this, political parties remain organizations that help their members to develop 
their individual political resources, and, in doing so, they indirectly benefit the wider soci
eties by encouraging citizens to be active and engaged. Increasingly, those who enroll 
gain an enhanced role in national and local politics because they gain opportunities to af
fect the selection of party candidates and policies. These benefits of membership are not 
one sided, because members also remain a resource for their parties. Even in an age of 
highly developed mass communications strategies in campaigns, and of generous state 
subsidies for party activities, parties which can enroll and mobilize large memberships 
apparently still gain advantages, if only marginal ones, from the various kinds of support 
that their members provide. Members help in party fund‐raising and as election foot‐sol
diers, and they also aid their parties by their informal contacts, spreading party messages 
in ways that mass communication cannot achieve. In short, party membership is not obso
lete either for the individuals who enroll, or for the parties which seek to establish and 
maintain broad popular organizations.

But even if party membership is not obsolete as an individual activity, or as an organiza
tional strategy, many parties clearly are finding it difficult to attract and (p. 652) retain 
members. Despite the big increase in knowledge about the motivations of members, it is 
still hard to predict whether recent drops in membership in established parties are a sign 
of the imminent disappearance of this form of political organization, or whether parties 
which want to stabilize their membership enrollments may be able to do so by changing 
the benefits offered to members. If they attempt this, it is likely that the mix of incentives 
that attract members may vary among different societies, and may be specific to particu
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lar political climates. So it is difficult to judge the extent to which locally based member
ship organizations are likely to be an important part of future parties' organizational 
strategies. But to the extent that party members gain or maintain privileged positions as 
gatekeepers for party nominations, and as arbiters of party policies, engagement within 
political parties will remain an important form of political participation.
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Abstract and Keywords

This article provides an assessment of the current state of research within these debates 
on social capital. A discussion of the various roots, conceptions, and measurements of so
cial capital can be found in the first section of the article. It examines the different conse
quences and benefits of social capital, and the main theoretical frameworks, competing 
ideas, and evidence on sources of social capital are observed as well. It tries to determine 
why some countries, regions, villages, or individuals possess more social capital than oth
ers. Finally, the article gives an overview of future issues in social capital research.

Keywords: social capital, debates, consequences and benefits, main theoretical frameworks, competing ideas, 
sources of social capital, future issues, social capital research

ANALYSES of institutional performance, the quality of democracy, and economic develop
ment have recently focused on resources derived from the society itself, namely social 
capital. While many dimensions of the concept of social capital are far from new, major 
social science contributions have provoked new research and much debate over the last 
decades (Coleman 1988, 1990; Putnam 1993, 2000). Scholars are increasingly concerned 
with this key social resource that seems to oil the wheels of the market economy and de
mocratic politics.

The importance of social capital seems to be intuitive and captures the imagination of 
many people—academics and politicians included—but there is considerable disagree
ment about the conceptualization and measurement of social capital and its sources. Ana
lysts also disagree about how and why it is important and whether social capital is declin
ing in western democracies. This chapter assesses the current state of research within 
these debates.1 The chapter starts with a discussion of the various roots, conceptions, and 
measurements of social capital. The following section discusses the various consequences 
and benefits of social capital. Since social capital is viewed as such a precious resource, it 
is particularly alarming that some aspects may be declining in western democracies; yet 
not all scholars agree with this assessment. The next section considers the main theoreti
cal frameworks, competing ideas, and evidence on the sources of social capital. The chap
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ter asks why some countries, regions, villages, or individuals possess more of this impor
tant resource than others. Finally, the chapter provides an overview of future issues in so
cial capital research.

(p. 656) 1 Roots and Conceptions of Social Capital
The concept of social capital has several interdisciplinary roots, each of which has a dis
tinct emphasis in its conceptions. The most important recent conceptualizations of social 
capital are found in the work by Coleman, Lin, and Putnam (see the main distinctions in 
their conceptions summarized in Table 35.1).

James Coleman introduced the concept of social capital in his research of educational at
tainment and performance. For him, social capital inheres “in the structure of relations 
between persons and among persons, and is lodged neither in individuals nor in physical 
implements of production” (Coleman 1990, 302 ff.). Coleman discusses several aspects of 
social relations that constitute useful resources, such as obligations and expectations, in
formation channels (such as networks or friends), norms and effective sanctions (for ex
ample norms of high achievement, sanctions against crime in a neighborhood), authority 
relations (social capital is concentrated in one person), and social organizations and their 
side products (for example, a parent–teacher association). In sum, social capital exists in 
social relations of all sorts, especially within the family or community social organiza
tions, and takes on a variety of forms. Coleman's examples range from the neighborhood 
norm of watching out for neighbors' children to parental involvement in school matters.

(p. 657) Depending on the context, social capital may have different pay‐offs to the individ
uals involved in the social relationship, or to the collective as an externality of the social 
interaction. In the latter sense, social capital is a public good and a by‐product of social 
interaction.
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Table 35.1 Similarities and differences between various approaches to 
social capital

Coleman Lin et al. Putnam

Definition Aspects of so
cial structure 
that provide re
sources to ac
tors to fulfill 
their interests

Investment in 
social relations 
with a return 
in the market
place

Networks, norms 
of reciprocity, 
and trust for mu
tual collective 
benefit

Which as
pects of 
social in
teractions 
are im
portant

Closure, norms, 
values

Several as
pects of social 
interactions, 
e.g. density of 
networks, re
sources in net
works

Selected dimen
sions: horizontal 
versus vertical 
structures, se
lected networks, 
generalized trust 
and reciprocity

Benefits Various individ
ual and collec
tive benefits (of
ten focuses on 
human capital 
benefits), also 
externalities

Individual na
ture: jobs, pro
motions, eco
nomic re
sources, etc.

Solves collective 
action problems 
(collective pay‐
offs; effective
ness of democra
tic institutions; 
economic devel
opment)

Aware
ness of 
benefits

Somewhat Purposeful Not necessary

Nan Lin and associates offer a different sociological conceptualization of social capital 
(Lin 2001; Lin, Cook, and Burt 2001; Portes 1998). Social capital is seen as an investment 
in social relations with an expected return in the marketplace (Lin 2001, 19 ff.). Social 
capital is also characterized as the resources that are embedded in social networks. The 
view that social relationships have value or offer resources stems from the fact that they 
enhance the flow of information, allow for the possibility of influence, offer social creden
tials or reputation and emotional reinforcement (Lin 2001, 20 ff.). Most importantly, ac
tors are cognitively aware of these resources and consciously choose to access them. So
cial capital thus becomes a conscious investment in one's social networks. An example 
here is the occupational diversity of one's acquaintances (Erickson 2001).
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Putnam's (1993, 2000) view of social capital builds on Coleman's work, but has a narrow
er focus on specific aspects of social interactions that matter for well‐performing govern
ments and ultimately for democracy. By social capital, Putnam refers to norms of general
ized reciprocity, trust, and networks of civic engagement that are organized horizontally 
(also see chapter by Newton in this volume). These ingredients of social capital reduce 
the information costs about the trustworthiness of other citizens and foster cooperation. 
Associations, voluntary organizations, and mass‐based political parties represent such 
networks and they inculcate such norms and trust. In conditions where public life is orga
nized hierarchically, engagement in horizontal social and cultural associations does not 
exist, and thus norms of trust and cooperation cannot prevail. In this view, social capital 
has mostly positive civic attributes as a societal resource that links citizens to each other 
and enables them to pursue their common objectives more effectively. It taps the poten
tial willingness of citizens to cooperate with each other and to engage in civic endeavors 
collectively. In later formulations of his work, Putnam (2000) broadens the concept of so
cial capital to include a variety of other types of social interactions such as the writing of 
greeting cards, families eating together, or entertaining friends at home. This later formu
lation emphasizes the overall importance of social interactions, and retreats from the 
view of social capital as civicness.

Whereas Putnam builds his argument on the work by Almond and Verba (1963), who were 
mostly interested in the frequency and overall means of participation, awareness of politi
cal issues, and political efficacy, Putnam goes beyond the pure quantity of social and po
litical participation and stresses context and quality. For example, not all associations and 
types of trust are alike; it matters whether we look at associations that are based on hori
zontal ties or at associations based on hierarchy. These are not the same to Putnam! Simi
larly, Putnam makes a distinction between conventional voting, which can be based on pa
tron–client relationships, and voluntary referenda voting, where the pure interest in pub
lic affairs matters. He also distinguishes generalized trust, which includes a wide radius 
of people, and (p. 658) generalized reciprocity, which spans over a wide time horizon, from 
all other attitudes such as knowledge‐based trust or immediate reciprocity (“tit for tat”) 
that seem oriented only towards close others, family, or people personally known.

There is a strong contrast between the various conceptions of social capital and their use 
in the social sciences. Coleman's wide definition, which includes a variety of aspects of 
social interactions and values such as trust and obligations, must be understood in their 
context and specific situation.2 There is no theory or explicit causal claim behind 
Coleman's formulation, and social capital consists of whatever informal mechanisms facil
itate productive social interactions. Putnam's narrower view in his earlier work, which 
equates social capital with civicness, practically represents an attitudinal approach of so
cial capital theory, as networks of civic engagement come causally prior to civic attitudes 
such as trust and reciprocity. These civic attitudes are so vital because they facilitate col
lective action. Several researchers have followed Putnam's original lead and focused on 
civic attitudes as the ultimate indicators of social capital. Lin's is probably the narrowest 
conception of social capital, with a clear focus on social networks as instrumental re
sources that individuals can access—this sociological view is often called the network ap
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proach to social capital theory. What the various approaches of social capital theory have 
in common is their common focus on the value of networks, and they therefore share con
ceptual roots.

Besides the scope of the conceptualization, the approaches also differ in their emphasis 
on social capital as a collective or individual good. Coleman stresses it as a resource that 
is available both to individuals and collectives, while Lin emphasizes the individual as
pects and Putnam points to social capital as a collective resource. Yet this divergence 
does not capture fundamental conceptual differences; instead what differentiates the ap
proaches here is the choice of dependent variables, which differ according to the social 
science discipline in which the concept is used. These varying consequences of social cap
ital are the subject of the next section. In sum, the major distinctions between the ap
proaches lie in their central focus on what exactly captures social capital, its conceptual 
scope, and the choice of the types of phenomena that are explained.

2 The Consequences of Social Capital
Why is there so much interest in social capital? Certainly, social capital is so attractive be
cause of its promising effects in various areas of political, economic, and personal life. So
ciologists focus on the effects of social networks on personal benefits, whereas political 
scientists are mostly concerned with the consequences of the density of (p. 659) voluntary 
associations and networks and the spread of generalized trust on a variety of societal out
comes, while economists analyze its potential economic impacts.

So, for example, sociologists stress the importance of parental social networks for the 
performance of schoolchildren (Coleman 1988); they write about the importance of di
verse personal networks for one's success in the job market and job promotions (Burt 
1998; Granovetter 1973), or how informal social resources are utilized to accomplish oc
cupational mobility (Lin, Cook, and Burt 2001). Participation in social networks and volun
tary associations is also linked to political mobilization and participation although not 
without doubts (Galston 2004; Seligson 1999). Associations purportedly foster the train
ing of civic skills (Verba et al. 1995), a civic spirit and volunteerism (Putnam 2000, 121 
ff.), and a sense of political efficacy (Berry et al. 1993). Through an enhanced information 
flow based on the expansion of social relationships, association members might experi
ence a higher probability of being solicited for political action (Teorell 2003). All of these 
authors share a focus on the individual advantages that result from direct or indirect par
ticipation in certain types of social networks.3

Political science places more stress on social capital as a collective concept, which influ
ences outcomes such as democracy, institutional performance, and social cohesion. From 
this perspective, what constitutes social capital to a set of parents, for example, is not so 
much their relationship with one specific neighbor in their town who watches out for their 
children at the playground. Instead, the focus is on the wide distribution of cooperative 
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values, norms, and attitudes that constitute the social capital of a town, city, region, or 
larger unit. These resources benefit the collective and the wider society.

The most prominent research finding here results, of course, from Putnam's earlier work 
on Italy, which shows that networks of civic engagement and resulting generalized trust 
and norms of reciprocity foster the better performance of regional democratic govern
ments (1993). Putnam's work builds on Almond and Verba (1963) who argued that a cul
ture of trust is one of the important prerequisites to democratic stability. Similarly, Ingle
hart (1999) claims that economic development leads to certain cultural changes, particu
larly in trust, which help to stabilize democracy. In his view, a culture of trust serves as an 
essential underpinning to the acceptance of democratic rules, for example, allowing the 
opposition taking over after an election. Social capital is also evoked in debates about 
ethnic conflict. In determining the roots and factors of Hindi and Muslim riots in India, 
Varshney (2002) shows that in cities where both communities have little informal social 
interaction, communal conflict periodically descends into violence, whereas social inter
actions that bridge between these groups transcend community boundaries and often 
channel conflict into peaceful avenues.

Generalized trust and other attitudinal aspects of social capital are also associated with 
economic development and growth. Fukuyama (1995) claims that a lack of (p. 660) gener
alized trust prevents the building of large‐scale professionally managed modern economic 
organizations. Knack and Keefer (1997) demonstrate how trust (and not voluntary associ
ations) is an important predictor of economic growth. Zak and Knack (2001) show that 
even controlling for various institutional aspects that facilitate investment and growth, 
such as the protection of property rights, contract enforceability, and the lack of corrup
tion, generalized trust is still an important additional predictor of economic growth.

Although in political science social capital is mostly viewed as a collective resource, sev
eral studies show its beneficial effects at the individual level as well. For example, not on
ly do trusters engage in mutually beneficial relations more frequently (Yamagishi 2001), 
but they are generally more socially active, engaged, tolerant, and more inclined to sup
port liberal rights such as minority rights and free speech (Uslaner 2002). Such individu
als are also more likely to serve jury duty in the United States (ibid.), an important behav
ioral indicator of cooperation. Experimental evidence shows fairly conclusively that gen
eralized trust matters for cooperation, especially in one‐shot situations and in multiple 

n‐person games, and trusters are more likely to give people a second chance (Yamagishi 
2001). Clearly, generalized trust is an advantage to people and societies that possess it, 
as trusters are more likely to initiate cooperative relations that might be beneficial for 
themselves as well as for their social environment, which benefits from cooperation.

3 The Decline Debate
Since social capital is widely seen as a useful resource to individuals or societies, Robert 
Putnam (1995, 2000) struck a sensitive nerve when he argued that in America this re
source has steadily declined over the last decades. His description of falling membership 
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in voluntary associations, declining volunteerism, political apathy, and rising political and 
social distrust seemed to confirm the civic disarray that America had experienced in re
cent decades. Scholars have debated and re‐examined Putnam's alarming interpretations, 
and their applicability to other western democracies (Stolle and Hooghe 2005; Putnam 
2002; Uslaner 2002).

Concerns about the erosion of social ties and social interactions are not new in the social 
sciences. Authors like Tönnies, Durkheim, and Weber wondered how social order and co
hesion could be maintained given the political and economic modernization of western so
cieties. Almost two decades ago, Robert Bellah and his team warned that more individual
istic motivations are threatening the traditional social bonds in American society (1985). 
Recently, Stephen Macedo and his colleagues expressed their concern with regard to the 
status of political and social engagement in American society (Macedo et al. 2005).

(p. 661)

What is the decline argument all about? According to Putnam, the loss of confidence and 
degradation of social ties pervades all aspects of American society. Drawing on commer
cial lifestyle surveys, Putnam finds a negative trend for various forms of social interac
tions involving face‐to‐face contact beyond formally organized engagements. Not only do 
Americans socialize less with each other, join fewer associations, and come together 
around the dinner table less often than some decades ago, they also refrain from conven
tional political involvement. For example, he shows that since the 1960s Americans have 
been losing trust in their government and in government institutions (see also Nye, Ze
likow, and King 1997; Pharr and Putnam 2000). In addition, voter turnout and member
ship in traditional political groups such as parties has followed a downward spiral (Teix
eira 1992; Putnam 2000, 2002; for the entire decline argument see also Macedo et al. 
2005).

The underlying message is quite clear: the trend warns that the loss of community in 
American society may eventually destabilize democratic civic culture, which may have 
negative consequences for the performance of political institutions and the viability of 
democracy itself.

These arguments have encountered fierce academic opposition. The Bowling Alone thesis 
has been variously characterized as overly pessimistic, too traditional, or plainly wrong. A 
number of authors claim that the decline thesis idolizes the vanished world of the 1950s 
(Talbot 2000; Lowndes 2000), depicting it as pure nostalgia, a manifestation of the long
ing for a civic and engaged era that has clearly ended (Pollitt 1996; Lappé and Du Bois 
1997). Putnam's sweeping statements have stirred reinterpretations of the available evi
dence on civic participation and social cohesion (Ladd 1996; Paxton 1999), in addition to 
a multiplicity of new comparative research efforts (Hall 1999; Putnam 2002; Torpe 2003). 
Three criticisms are highlighted here in particular: (1) the change from a conceptually 
narrow to a “kitchen sink” approach to social capital; (2) the argument about American 
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exceptionalism; and (3) the rise of new modes of citizen involvement and social interac
tion.

First, the ground covered in this debate is both extremely broad and vaguely bounded. It 
runs the gamut of participatory and behavioral indicators. For example, measurements of 
social interaction, networks, trust between citizens, civic engagement and often even po
litical participation are thrown into the debate together. Such a kitchen‐sink approach to 
the social capital concept are criticized by adherents of the more stringent network per
spective as well as by others who had hoped that Putnam's original contribution would 
highlight important aspects of political culture instead of expanding the notion of political 
culture altogether (Lin 2001; Laitin 1995).

A second critique invoked against the Bowling Alone thesis is that the erosion of civic life 
might be uniquely American. Is it true that similar trends cannot be detected in other 
western societies? We should distinguish between the political indicators of participation 
and more classic measures of social capital that are lumped together in the Bowling Alone
account. Clearly, in Europe too, political parties and trade unions have lost members in 
recent decades (Ebbinghaus and Visser 1999; Mair and van (p. 662) Biezen 2001). With 
the notable exception of the Scandinavian countries, voter turnout also shows a down
ward trend in most industrialized countries (Gray and Caul 2000; Jackman and Miller 
1998). Scholars have recorded a systematic decline of political trust in most European 
countries, with notable exceptions in Germany and the Netherlands (Norris 1999; Dalton 
2004). Overall, European societies are plagued, as is the United States, by political disen
chantment, increasing cynicism, and political alienation.

With regard to classic social capital indicators such as generalized trust, there is no evi
dence of a general downward trend across European societies (Dekker and van den Broek 
1998; Putnam 2002), with the exception of some Anglo‐Saxon democracies (Putnam 2002, 
393 ff.). Nor do the various countries assembled in Democracies in Flux offer any support 
for a clear pattern of decline in non‐political associational membership in European coun
tries (Putnam 2002). For example, associational membership is stable in Britain, and has 
risen in countries such as Sweden, Japan, or West Germany (ibid.). Faced with this evi
dence, even Putnam has acknowledged: “At the most general level, our investigation has 
found no general and simultaneous decline in social capital throughout the industrial/
postindustrial world over the last generation” (2002, 410). So whereas most democratic 
countries struggle with a decline in conventional political participation, such as voting, 
party membership, and even political trust, social relations are not threatened to the 
same extent. This finding limits the generalization of the Bowling Alone thesis beyond the 
United States and at the same time offers new insights about the sources of the down
ward slope. If not all western democracies exhibit such similar trends, universal western 
experiences such as economic prosperity cannot solve the puzzle of this decline.

Finally, there is obvious disagreement about the interpretation of a downward trend. 
Some scholars argue that diminishing social and civic involvement indicates that citizens 
are quite happy and satisfied with their lives (Schudson 1998), while others believe that 
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citizens are moving away from and are fed up with mainstream political institutions and 
politics and are increasingly becoming apathetic, self‐oriented, and disinterested in col
lective issues (Bellah et al. 1985; Putnam 2000). Yet other scholars emphasize that citi
zens are developing a multitude of new and more suitable ways to engage in social and 
civic arenas, which they find more meaningful, more efficient, and more direct. For this 
last group of scholars, the decline in conventional social interaction and political action is 
not worrisome. Rather, we should expect citizens to turn away from mass political organi
zations, associations, and traditional social engagements (Inglehart 1997). What can be 
concluded about this claim so far?

Empirical research about the transformations in civic engagement and social interactions 
is still scarce. First analyses find a steady increase in the number of people involved in 
newly emerging ways of civic engagements such as internet campaigns, anti‐globalization 
protest movements, political consumerism, and alternative lifestyle communities (Bennett 
1998; Dalton 2004; Stolle, Hooghe, and Micheletti 2005). Moreover, citizens in western 
democracies do not just engage in the political process differently, but the changing pat
terns also affect the style of socializing: citizens use (p. 663) fewer face‐to‐face and tradi
tional organizational structures in favor of horizontal and more flexible ones (Castells 
1998; Wuthnow 1998). This transformation can be seen in that citizens engage more in 
virtual communication with each other, with effects on social contacts more generally 
(Shklovski, Kiesler, and Kraut forthcoming). Also, citizens rely more on informal ways of 
volunteering or they support organizations financially to sponsor a cause. This latter phe
nomenon is called the rise of checkbook memberships (Skocpol 1996).

Currently, researchers debate whether the counter‐trend of new modes of citizen political 
engagement and social interaction might substitute for the loss in traditional and conven
tional engagement and interaction. In the Putnamian conceptualization of social capital 
and citizen engagement, face‐to‐face social interaction and conventional political involve
ment, such as in voluntary organizations, serve as a standard litmus test for the health of 
a given society. They are valued over the newer or emerging forms for several reasons. 
First, the socialization function of face‐to‐face interaction implies that they train citizens 
or members of associations into a more civically oriented mindset, which in turn leaves 
them better disposed toward cooperation, trust, and reciprocity. The available evidence 
on this effect, however, is at best rather mixed (see more on this below). Second, 
doubters of emerging forms of participation and interaction point out that they are usual
ly performed alone, and tend to be much more individualized and less collective in nature 
(hence the title “Bowling Alone”) than face‐to‐face interactions or conventional participa
tion. To use the image of bowling, if people bowl alone or simply with friends instead of in 
leagues, the danger is that they are exposed only to a narrow range of the population–
which again limits socialization effects. Similarly, for emerging forms of participation, 
most participants simply perform such acts alone or outside the framework of traditional 
political organizations. They can access a political website at home before their computer 
screen, forward a political email from their office, sign a petition on the street, or pur
chase or boycott products for political reasons in the supermarket alone. The question is 
whether individualized actions might still address collective issues and concerns 
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(Micheletti 2003). Third, face‐to‐face interactions in voluntary associations in particular 
are seen as important because of the external link they provide between citizens and the 
state. They offer vital (if, for the most part, indirect) access for citizens wanting to influ
ence state and governmental affairs. Intermediary organizations aggregate individual in
terests, and thus contribute to processes of complexity reduction and gatekeeping that 
are necessary for a political system to function effectively.

Finally, critics claim that newly emerging action repertoires establish even stronger pat
terns of persistent inequalities than conventional forms of participation (Verba, Schloz
man, and Brady 1995; Skocpol 2003), as they may exclude a large group of the population 
from broad‐based participation. However, before we can draw any conclusions about the 
potential of these emerging forms of political engagement and social interactions for sub
stituting the functions of the conventional forms, more systematic analyses of their char
acter, style, and consequences are needed. This is no easy undertaking: Given that these 
forms of participation and engagement are more (p. 664) fluid, sporadic, less organized, 
and consequently much harder to detect accurately, particularly through the means of 
survey research, their empirical study is a particular challenge compared to the study of 
institutionalized, conventional forms of action.

4 The Sources of Social Capital
If social capital possesses all the advantages evinced by the theory and empirical re
search to date, the question of how it can be produced, maintained, or even destroyed 
logically follows. Why do some people have more resourceful networks or can more easily 
engage in trusting relationships than others? Why can citizens in some regions or villages 
join together and solve their collective action problems easily while others cannot? These 
questions are prompted by the growing conviction that the answers are crucial to person
al well‐being, political stability, and to economic development.

Two discussions shape the debate here. One concerns the extent to which local, regional, 
or national patterns of social capital are formed by historical factors or by contemporary 
forces. Another disagreement exists between those who view the origins of social capital 
from a bottom‐up perspective versus those who prefer a top‐down approach. The former 
scholars view social capital as residing mainly in the realm of civil society, centered 
chiefly in groups of voluntary associations, and largely disconnected from the state and 
political institutions (Putnam 1993; Fukuyama 1995). The latter group argues that social 
capital flourishes when it is embedded in and linked to formal political institutions (Levi 
1998; Rothstein 2005; Rothstein and Stolle in press; Tarrow 1996). In this latter account, 
the capacity of citizens to develop cooperative ties is also determined by the effects of 
state policy so that institutional engineering might foster social capital. The following sec
tion reviews the most important debates and empirical findings about the causes and ori
gins of social capital.
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4.1 The Institutional Sources of Social Capital

Institutionalists highlight the role and independent impact of the state and contemporary
political institutions in shaping societal patterns of and individual access to social capital 
vis‐à‐vis other factors. In addition, there is a debate about which institutional aspects and 
characteristics matter most for the successful development of social capital. These two 
debates will be discussed in the remainder of this section.

Putnam (1995), Fukuyama (1995), and Banfield (1958) draw a bottom‐up model of social 
capital creation. Putnam (1993), for example, traces social capital in medieval (p. 665)

Italy, explaining how, in the south, Norman mercenaries built a powerful feudal monarchy 
with hierarchical structures, whereas in the north, communal republics based on horizon
tal relationships fostered mutual assistance and economic cooperation. Putnam seeks to 
demonstrate that the “civicness” of the north survived natural catastrophes and political 
changes. In addition, he points out that the civic regions were not wealthier in the first 
place. The implications of this view have left many social scientists and policy makers dis
satisfied: societies that are low on social capital are simply stuck in a path‐dependent 
quagmire of distrust, and there seems to be little that can be done about it. However, in 
his later work Putnam (2000) makes clear that we need to make a distinction between 
short‐term and long‐term influences on social capital although they are left unspecified.

Sidney Tarrow has thoroughly criticized the bottom‐up model that Putnam presents; he 
argues that the “state plays a fundamental role in shaping civic capacity” (Tarrow 1996, 
395). Similarly, Margaret Levi (1998) disapproves of Putnam's exclusive concentration on 
historical patterns and societal origins of social capital and suggests that policy perfor
mance can be just as much a source of trust as a result.4 Skocpol, Ganz, and Munson 
(2000) also argue that historically the development of voluntary associations as large um
brella organizations depended much on state support.

To what extent do states have an independent effect on social capital? At the most aggre
gate level, political systems have been identified as being related to social capital (Al
mond and Verba 1963; Paxton 2002). Generally, authoritarianism, or what Booth and Bay
er Richard (1998) label “repression level” in their analysis of selected Central American 
countries, is found to have a strong, negative influence on social capital. Repressive gov
ernments disturb civic developments in two other major ways: first, they discourage spon
taneous group activity, and second, they discourage trust (Booth and Bayes Richard 1998, 
43). Even though totalitarian governments, such as communist regimes, mobilize civil so
ciety through party and other governmental organizations, associations are always state 
controlled and often not voluntary (Howard 2003). Generally, authoritarian and totalitari
an governments seem partially to build their strength on the foundation of distrust among 
their citizens (however, see Letki and Evans 2005 for an alternative view). A good exam
ple of this is found in the activities of the (East) German Democratic Republic's state se
cret police, which pitted citizens against each other and provoked tight social control 
among friends, neighbors, and colleagues, and even within the family (Sztompka 1995). 
From this perspective, the Norman Kingdom in Southern Italy should be primarily viewed 
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as an oppressive regime that damaged and destroyed social capital, yet the difference 
from Putnam's interpretation here is that these long‐term effects could be overcome with 
the implementation of different types of institutions.

These insights about the role of political systems have also been widely documented em
pirically. For example, the density of associational memberships and other (p. 666) formal 
networks, as well as generalized trust levels, are significantly lower in countries that have 
experienced periods of non‐democratic governments (Howard 2003; Inglehart 1997). Al
though authoritarian and democratic regimes seem related to substantial differences in 
social capital at the country level, various types of democratic systems also differ in the 
patterns and levels of social capital.

So, what aspects of democratic government shape social capital? Although empirical re
search is still scarce, there are many arguments about how types of welfare states and 
regimes affect the availability and access to social capital. For example, researchers claim 
that universal welfare states are better able to constrain the socioeconomic inequalities 
within their population, and there is no doubt that such inequalities influence patterns of 
social cohesion and interaction. Citizens who see their fellow citizens as equals and as 
“one of their own” might more easily make a leap of faith, engaging with and giving a 
“trust credit” to people they do not necessarily know. Evidence shows that such correla
tions exist, and, in addition, temporal variations in trust levels strongly correlate with 
temporal variations in income equality in the United States (see Uslaner 2002).

Second, welfare state institutions also influence the values, attitudes, and civic spirit in a 
given country. Some welfare states might emphasize values of impartiality, fairness, and 
procedural justice more than others; this in turn affects the fabric of how people relate to 
one another. The most plausible distinction can be made between selective and universal
forms of public service (Kumlin and Rothstein 2005; Rothstein and Stolle in press). Selec
tive programs have a divisive character. In their essence, welfare states that are predomi
nantly based on such programs are designed to pit groups of the population against each 
other. Alternatively, the principle of universality means that access to many social pro
grams (such as old‐age pensions, health care, childcare, child allowances, and health in
surance) is not targeted to “the poor,” but instead covers the entire population (or easily 
defined segments) without consideration of their ability to pay (Kumlin and Rothstein 
2005; Rothstein and Stolle in press; Esping‐Andersen 1999; Rothstein 2005).

This last discussion points to important overall characteristics of state institutions that 
seem related to patterns of social capital: the implementation of the principles of impar
tiality and fairness. If institutions of law and order, which detect and punish people who 
break contracts, offer or take bribes or engage in corrupt and biased practices them
selves, citizens make inferences from such practices to other citizens. They will conclude 
that corruption causes their fellow citizens to act in a corrupt manner, and they will feel 
obliged themselves to engage in corrupt practices. So, if citizens cannot trust the institu
tional effectiveness and fairness of the judicial system and the police because of corrup
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tion, then their view of others is compromised; conversely, fair and impartial practices fa
cilitate trust and social interactions (Levi 1998; Rothstein and Stolle forthcoming).

In sum, social‐democratic type welfare states as well as countries with non‐corrupt state 
institutions have features that enable broad high levels of social capital within the popula
tion. The empirical evidence confirms that people in these countries exhibit the highest 
levels of social capital in the western world. As far as we know, (p. 667) generalized trust 
levels are the highest in Scandinavia and have been maintained there, as opposed to the 
United States or other Anglo‐Saxon democracies, where they gradually declined over the 
last decades (Putnam 2000). Similarly, there is a strong correlation between corruption 
indices and institutional impartiality measures and social capital (Delhey and Newton 
2005; Rothstein and Stolle forthcoming; You 2005).

Although the institutional approach delivers an important addition to the debate about 
the sources of social capital, which implies that this societal resource is embedded in its 
institutional context, there are still problems with this approach. Whereas the correla
tions between selected institutional characteristics and social capital are very strong and 
the causal mechanisms well thought out, there are still several accounts that deliver the 
exact opposite interpretation of the causal arrow. Inglehart (1997) insists on a causal log
ic from political culture to the stability of democracy. Similarly, Newton and Norris (2000)
interpret a positive correlation between political and social trust at the aggregate nation
al level as evidence that social capital “can help build effective social and political institu
tions, and this in turn encourages confidence in civic institutions.” As in the logic present
ed in Putnam's work, social relationships shape the experience of governmental institu
tions and ultimately their performance. These contradictory interpretations of the strong 
relationship between social capital and institutions imply that much more work needs to 
be done to disentangle the causal arrows and mechanisms. Better analyses of institution
al change over time and its effects on social capital could strengthen the institutionalist 
accounts, whereas societal interpretations would benefit from a better discussion of the 
causal mechanisms involved.5 These issues are part of the social capital research agenda.

4.2 The Role of Voluntary Associations and Social Interactions

Most accounts of social capital rely predominantly on the importance of social interac
tions and voluntary associations and thus pay less attention to the institutional accounts 
presented above. In this section we distinguish between the network‐oriented and the at
titudinal approaches to social capital. In the former, more sociological tradition, the struc
ture of networks (such as differences between weak and strong ties) determines the ac
cess to social capital and related resources provided in these social relationships (Gra
novetter 1973; see also section 2 above). The latter follows the Tocquevillian tradition, 
and associations or social groups are seen as creators of social capital because of their 
socialization effects on democratic and cooperative values and norms. Associations and 
social interactions function as (p. 668) “learning schools for democracy.” We focus here 
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more on network characteristics and their expected socialization effects in the political 
science tradition.

The attitudinal approach that focuses on the primacy of networks and associations as 
sources of civic values starts from a collective logic. It claims that in areas with stronger, 
dense, horizontal, and more cross‐cutting networks, there is a spillover from the member
ship in organizations to the development of cooperative values and norms that citizens 
develop (Putnam refers to this effect as the “rainmaker” effect, see Pharr and Putnam 
2000). The problem with this approach is the lack of an apparent theory on how social in
teractions at the individual level generate civic values, as well as empirical findings that 
support such a theory.

There is some evidence that countries with dense social networks also exhibit more gen
eralized trust and other civic values at the individual level (Putnam 1995; Inglehart 1997). 
However, evidence for a causal flow from joining to trusting has not been confirmed so 
far (Uslaner 2002; Stolle 2001; Delhey and Newton 2005; Claiborn and Martin 2000). Us
laner (2002, ch. 5) generally uncovers minimal effects of group membership, calling civic 
engagement “moral dead ends.” Moreover, while associational members are often found 
to be more trusting in western democracies, Stolle (2001) shows that this is due mostly to 
processes of self‐selection.

The importance of groups and social interactions for the development of civic values and 
attitudes has not been dismissed entirely. Instead the research agenda has changed in 
three different ways. First, research is determining which aspects of social interactions 
and group membership are supportive and facilitative of civic values. Second, the notion 
of group membership has expanded to include not just formal memberships in voluntary 
associations, but also informal social interactions. And third, whereas adult socialization 
effects in groups are rarely found, there is a renewed interest in how adolescents are 
shaped by various group experiences. We will examine these issues briefly in turn.

Several hypotheses guide the research on which types of groups are more important for 
the development of civic attitudes and values. First and most important, face‐to‐face in
teractions should be more productive of civic attitudes than so‐called “checkbook” organi
zations in which members do not interact directly. However, Wollebaek and Selle (2003)
have shown that there is not necessarily a significant difference between active or pas
sive association members. Second, memberships in hierarchical associations, such as the 
Catholic Church in southern Italy, which do not create mutuality and equality of participa
tion, do not have the same effect as memberships of social capital‐rich groups (Putnam 
1993). This distinction turns out difficult to test. Third, the group experiences might be 
even more pronounced in their impact when the members of the group are diverse and 
from different backgrounds. This type of group interaction, which is called bridging (Put
nam 1993, 90), brings members into contact with people from a cross‐section of society. 
As a result, the formative experience is likely to be more pronounced than if the associa
tion is a narrowly constituted segment of society (Putnam 2000; Rogers et al. 1975).

(p. 669)
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So far, none of these hypotheses has been successfully confirmed by empirical research. 
The research agenda has shifted to include more informal social relationships that are 
perhaps more frequent and allow potentially for more diverse interactions. Scholars who 
work on gender relations have echoed this move, as women in particular tend to prefer 
more informal social networks (Lowndes 2000).

The debate about the importance of bridging ties in formal and informal settings has 
opened a whole new agenda in social capital research. This discussion is embedded in the 
larger debate about rising diversity in western democracies. Changing patterns of immi
gration, perceptions of the increase in the numbers of refugees and asylum seekers in Eu
rope, tighter battles about distributional policies in the wake of crumbling welfare states, 
the overdue rising visibility of ethnic and racial minorities in public institutions, as well as 
increasing socioeconomic inequalities in North America, have certainly contributed to an 
expanding debate about the consequences of diversity for social cohesion or social capi
tal.

Contrary to original beliefs, studies on how the composition of neighborhoods influences 
civic attitudes found that increasing levels of diversity pose a challenge to generalized 
trust and redistributive values in our modern democratic societies (Soroka, Helliwell, and 
Johnston 2006; Costa and Kahn 2003; Alesina and La Ferrara 2000). However, other stud
ies have not confirmed such negative effects or show that social interactions in heteroge
neous places were more beneficial than those in places where people were more racially 
similar (Marschall and Stolle 2004). And looking at a very different kind of diversity, Mutz 
found that political discussions in diverse networks with others who hold opposing view
points also have been found to positively influence political tolerance (Mutz 2002). These 
seemingly contradictory results about the effects of diversity on social cohesion or attitu
dinal social capital call for further investigation into how racial, ethnic, or political com
positions across various units influence the societal fabric and the ability to cooperate.

Finally, if there is an effect of membership in associations and other types of social inter
actions on civic attitudes, it seems plausible that it will be more pronounced during the 
early period of one's life. The available research on political socialization strongly sug
gests that experiences during childhood, youth, and adolescence—whether in the family, 
at school, or within peer groups—shape enduring patterns of social and political attitudes 
(see Jennings chapter in this volume; Allerbeck, Jennings, and Rosenmayr 1979; Hess and 
Torney 1968; Youniss, McLellan, and Yates 1997). The most recent research opens the so
cial capital agenda to the insights of socialization, family, and youth research.

In sum, the study of associations, networks and groups as sources of social capital has 
made many advances despite its inherent theoretical and empirical problems. The wide
spread accusations that social capital research ignores the fact that certain associations 
or groups are detrimental for the provision of resources, norms, and trust is now utterly 
outdated. The research agenda has advanced far beyond the pure insight that networks 
have value.
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(p. 670) 5 Conclusion
Social capital is an important societal resource. In social science, the concept of social 
capital is currently receiving considerable academic attention, and rightly so, because it 
has been shown to play a considerable role in our political and social lives. Furthermore, 
the concept of social capital allows us to operationalize important aspects of political cul
ture and to use political culture as an explanatory variable in cross‐national settings. Sev
eral cross‐national data collections are currently being constructed in order to address 
the various patterns and levels of social capital across a variety of political systems, insti
tutions, and societal traditions (see the discussion of the World Values Survey, European 
Social Survey, and other projects in the chapter by Kittilson in this volume).

Perhaps the most interesting aspect of social capital is that this concept has a variety of 
interdisciplinary roots, which lead to some fundamentally different approaches to study
ing and measuring social capital. Managing these different approaches under the umbrel
la of the social capital concept is a challenge. Although the differences in the political sci
ence and sociological approaches to social capital can mostly be captured in the varying 
emphasis on which component of social capital matters (attitudes versus networks) and 
which type of outcome variables are studied, this has often led to sharp mutual criticisms 
and misunderstandings. For example, one paradox elucidated in this chapter is that in 
network approaches, the effects of social ties and group memberships are treated as con
sequences of social capital, whereas in attitudinal approaches membership in networks 
and groups might be viewed as sources of social capital.

Besides these interdisciplinary challenges, the social capital research agenda should help 
to disentangle issues of cause and effect. Since this is not yet resolved, researchers run 
into the paradox that the relationship between social capital and political institutions, for 
example, is interpreted both as a consequence and as a cause of social capital. Although 
the discovery of larger patterns is interesting, this does not resolve policy issues of how 
social capital can be maintained and nurtured, for example. It is therefore essential that 
research on social capital predominantly adopts research designs that go beyond pure 
correlations. Longitudinal and cross‐national data collections as well as field experiments 
in this area should be encouraged. The attention to childhood experiences and youth so
cialization are also welcome innovations that further advance this rich research agenda.
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Notes:

(1) Earlier accounts are linked to the work of Tocqueville [1835], even though he does not 
use the term social capital.

(2) Critics of Putnam's use of social capital have noted this point. They suggest that gen
eralized attitudes and norms that inhere in individuals are context dependent and cannot 
be captured adequately with survey questions (Foley and Edwards 1999; Hardin 2004).

(3) The effects of associations and social networks for the development of civic attitudes 
and trust are discussed in the section on “sources of social capital.”

(4) This insight has also been pointed out by Brehm and Rahn (1997). Although they did 
not use an institutional structural approach, at the individual level they found that within 
a US sample using the GSS confidence in institutions has a larger effect on interpersonal 
trust than the other way around, even though they see both types of trust as influencing 
each other (Brehm and Rahn 1997, 1014 ff.).
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(5) For example, if social capital influences institutional performance, little is known how
trusting people create better service performance and more democratically responsive lo
cal politicians, although see a discussion in by Boix and Posner (1998).
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This article discusses democratization and civil society. An explanation of the concept of 
civil society is provided, followed by the various functions of civil society. It reveals that 
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FOR much of the twentieth century the concept of civil society was hardly at the center of 
attention of sociological and political thought. Researchers somewhat neglected the con
cept, or at least less frequently mentioned it as one of the primary analytical categories of 
social science. They believed that civil society was but an epiphenomenon of a democratic 
state. Only the democratic state, it was thought, was capable of facilitating the freedom 
of association, that sine qua non of civil society. Furthermore, researchers felt that civic 
virtues evolved and were learned within the voluntary associations of free people; civic 
skills and virtues were not inherited but were gained from the democratic environment, 
above all through the participation in voluntary associations. These skills and values are 
then internalized and adopted as one's own, as individualized forms of participation in the 
life of a community organized and protected by a democratic state. This way of thinking 
continues to function to this very day (e.g. Walzer 1992; Kotzé and du Toit 2005a).

If the existence of civic society is derived from a democratic state, then it is only natural 
to focus on the state and on the democratic system of government rather than on civil so
ciety itself. However, this begs the question of how democratic systems emerge in the 
first place; they must have been created by those who, though functioning in a non‐demo
cratic environment, felt that democratic procedures and values were better than what 
they had previously experienced. History teaches us that although the democratic system 
of government provides “continuing education” on civic values, of equal importance, and 
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epistemologically more interesting, is a (p. 676) situation in which the attachment to civic 
values is shared only by some individuals or groups, despite the undemocratic environ
ment in which they live.

Developments in central and eastern Europe as well as in South Korea, the Philippines, 
and a number of Latin American countries over the final decades of the twentieth century 
turned analysts' attention to grassroots social movements that build civic attitudes 
against a backdrop of non‐democratic regimes and whose actions eventually lead to the 
erosion and collapse of non‐democratic systems. In particular, the emergence of the Soli
darity movement in Poland in 1980 created a strong impulse for students of democracy to 
pay closer attention to the role of civil society as such, and particularly its role in the 
process of the democratization of autocratic states.

This is not to say that the idea of civil society was invented concurrently with the collapse 
of communism. Its variants have accompanied systematic reflection upon the organiza
tion of human societies at least since Aristotle. Aristotle's “political community” may be 
regarded as the beginning of a long chain of ideas established to account for that special 
category of human communities whose members are not only able to transcend the re
quirements of individual survival but who also posses the ability and the will to influence 
the ways in which the community functions. This category of communities, known to an
cient Romans as societas civilis, was defined as a community of citizens who are free and 
equal before the law and who are governed according to explicit rules embedded in 
shared norms and values. Societas civilis captures the essence of the kind of community 
which is today often referred as civil society. This type of community is the main interest 
of this chapter. Our secondary interest is democratization, the process of transition from 
a non‐democratic to a democratic system of government, especially in what Huntington 
(1991) called “the third wave of democratization” in the late twentieth century.

I begin with an elucidation of the concept of civil society, as there is a considerable, and 
one might say rather usual within the social sciences, confusion about its meaning, partic
ularly when the relationship between civil society and the state is considered.

I must also clarify the notion of democratization, understood here as the transition from 
an autocratic to a democratic system of government. Democratization in South America, 
Southeast Asia, and notably the collapse of the global communist system and the result
ing changes in eastern and central Europe challenged not only the extant theories of civil 
societies, but also the theories of transition from autocratic to democratic systems of gov
ernment.

The changes in eastern and central Europe are epistemologically interesting for yet an
other reason. The liberation of nation‐states from external domination when combined 
with democratization leads to a reintegration of society around new collective objectives, 
values, and norms. Two separate dimensions of the formation of a community are simulta
neously set in motion by democratization of this type: the national and civic. Both of these 
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dimensions are governed by separate operational principles, both define the status of an 
individual differently; both set separate criteria for community membership.

(p. 677)

The relationship between these two aspects, the ethnos and the demos of a community po
sition the individual within the key dimensions of social reality. Analysis of this relation
ship enables us to elaborate upon the nature of the system emerging from the process of 
democratization. Finally, this chapter addresses the question of the quality of a civil soci
ety arising from the transition to democracy from a previously undemocratic system. I fo
cus on that facet of civil society which is primarily determined by the political culture.

1 Civil Society: A Conceptualization
A variety of conceptualizations of civil society can be found in literature (also see chapter 
by Stolle in this volume). For the most part, theoretical differences in this area result not 
so much from diverse assumptions, or even from diverse research objectives, but from 
substantive considerations of deeper theoretical significance, namely a conception of the 
relationship between the individual and society. Additionally, such differences result from 
the conception of citizens' rights and the role of citizens in public life. Finally, and most 
importantly, these variations result from explicit or implicit assumptions regarding the 
role of the state and its relation to various social groupings, organized and functioning 
within the public sphere.

Under the simplest of definitions, civil society is the totality of non‐state institutions, orga
nizations and civic associations functioning in the public domain. These are grassroots or
ganizations which are relatively autonomous from the state and based on voluntary mem
bership.

Even this rather general definition does not yield a common denomination of various ap
proaches to the concept of civil society. A number of approaches incorporate markets 

(Pérez‐Diaz 1996), while others view civil society as a social space (Colás 2002), filled 
with “non‐coerced human association and also a set of relational networks” (Walzer 1992, 
89). There are also more elaborate treatments of civil society as a normative model, sepa
rate from the economy and the state and which possess the following components: (1) 
Plurality: families, informal groups, and voluntary associations whose plurality and auton
omy allow for variety of forms of life; (2) Publicity: institutions of culture and communica
tion; (3) Legality: structures of general laws and basic rights needed to demarcate plurali
ty, privacy, and publicity from, at least, the state and (…) the economy. Together, these 
structures secure the institutional existence of a modern differentiated civil society” (Co
hen and Arato 1992, 346).

Given this multiplicity of approaches, it is not feasible to develop a single framework to 
contain them all, especially if they are considered in the context of democratization. 
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Therefore, for the purpose of the present argument, I shall conceptualize “civil society” 
from a somewhat different angle.

(p. 678)

As Charles Taylor (1994) noted, we can think of civil society in three different forms. In 
the most general sense, civil society exists everywhere where there is room for the exis
tence of free associations that are not controlled by the state. In a narrower sense, we 
would restrict the term “civil society” only to a situation in which society as a whole is 
able to organize and coordinate its activities without state supervision. Finally, we may 
understand civil society as a network of associations which are able to significantly influ
ence current state policies or may even produce a change to state policy in a certain area. 
In the first meaning, some elements of civil society may even exist in a non‐democratic 
environment (dissident groups of citizens in authoritarian states whose existence is toler
ated by the state, for example). The second meaning refers to civil society in democratic 
states and is the standard understanding of the concept in the literature. The third mean
ing indicates the possible effects of autonomous civic activities in relation to the state (de
mocratic and autocratic alike). Charles Taylor's distinction is particularly helpful in trac
ing the ways in which the democratization of autocratic regimes is brought about through 
the pressure of internal social forces which are self‐organized against the oppressive, 
non‐democratic state.

I begin with the specification of the key prerequisites that must be met for a civil society 
to emerge. These prerequisites determine whether the social space for a civil society is 
available and what shape the civil society will eventually take. I shall then consider the 
factors facilitating the willingness of citizens to participate in civil society. Moreover, I lo
cate civil society in a social space and present the various types of relations between the 
diverse organizational structures of civil society and how they relate to society at large. 
Finally, I describe the functions that can be attributed to the various forms of social activi
ty undertaken within civil society.

The conceptualization presented here relates to a civil society that is formed and then op
erates within the ramifications of a democratic nation‐state. Indeed, it is difficult to imag
ine the existence of civil society without its indispensable point of reference, namely the 
nation‐state. Linz and Stepan go even further as they treat the prior existence of state
hood as the necessary prerequisite of a democratic system of government. “Democracy,” 
they argue, “is a form of governance of a state. Thus, no modern polity can become demo
cratically consolidated unless it is first a state” (Linz and Stepan 1996, 7). This begs the 
question of utmost theoretical importance: What comes first—the democratic state fol
lowed by a civil society or, conversely, a grassroots social movement that is harbinger of 
civil society appears first in order for the authoritarian state to evolve into its democratic 
version?

Under the former scenario, the democratization of the state is an undertaking of social 
elites: the dissenting elites forming within the ancien régime and the dissident counter‐
elites emerging as a result of a crisis of the previous system. Under the latter perspec
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tive, the democratization process results from the mobilization of the masses, capable of 
self‐organizing into a social movement and aiming at regaining the social space appropri
ated and controlled by the authoritarian state. A successful repossession of that social 
space is, in turn, the precondition for the unrestrained self‐organization of various social 
forces. This mode of self‐organization presages the emergence of a plural civil society.

(p. 679)

It is analytically possible to distinguish three types of relations between the state and civ
il society: (1) Civil society is the opposite of the state. (2) Civil society supplements the 
state. (3) The state supplements civil society. The first type of relationship is likely to un
fold particularly during the “bottom‐up” type of democratization and relates to the de
mocratization process of eastern and central Europe. I discuss this type of the process 
later in this chapter. For now, let us briefly note that this type of relationship is rather 
short‐lived, as it is characteristic of the declining phase of autocratic states and the pri
mary stage of the creation of a democratic state. However, some authors claim that the 
antagonistic relationship between society and the state endures because the state consti
tutes the realm of power, within which legal coercion is used, while the realm of civil soci
ety is governed by the principle of voluntary participation (Bobbio 1997).

The second type of relationship features especially prominently in republican and occa
sionally in communitarian theoretical, if not ideological, perspectives. Within these per
spectives the emphasis is on the benefits of civil society which stem from its concentra
tion on the areas in which the state lacks competency or is less effective than is civil soci
ety. The third type of relationship, following in the footsteps of the liberal perspective, is 
formulated on the basis of the principle of the minimalism of the state on the one hand, 
and on the basis of the principle of subsidiarity on the other. The principle of subsidiarity 
conveys the notion that the state is needed only where civil society is ineffective or lacks 
requisite competency. In summary, the first type of relationship features antagonistic rela
tions between the state and civil society, while the remaining two feature non‐antagonis
tic relationships based on cooperation, mutual supplementation, and relatively harmo
nious coexistence.
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Fig. 36.1  Civil society in social space

One may expect civil society to emerge in the event of the following three prerequisites 
being met: (1) The existence of the public space allowing for the unrestrained self‐organi
zation of nascent social forces; (2) the existence of channels of social communication 
which are not controlled by the state; (3) the existence of free markets, wherein the ex
change of goods and services occurs, along with the protection of private property. If the 
public sphere is unavailable to the unrestrained self‐organization of social forces, as is 
the case when it is controlled by a non‐democratic state, then it is impossible for organi
zations and associations autonomous from the state and which comprise the institutional 
expression of civil society to emerge. Under such circumstances, quasi‐civil organizations 
and associations appear; they are often controlled by the state and it is the state which 
brings them into existence (as was often the case of autocratic states before transition 
and, presently, is typical for state‐led civil society in China). However, history shows that 
under such circumstances various informal counter‐culture and dissident groupings form 
which, though functioning outside of the state‐controlled public sphere, outgrow the level 
of social micro‐structures (primary groups) and locate themselves in social niches which 
possess only diffused boundaries. In a non‐democratic environment such dissident groups 
may form proto‐civil society, which puts some pressure on state policies and may eventu
ally bring about the liberalization of the system, (p. 680)  and, finally, its democratization. 
“This destabilizing combination of concession from above and liberalizing pressure from 
below can produce harsh crack‐downs as well as a further broadening of civil and politi
cal liberties” (Kaufmann 1988, 93).

Social communication serves to define and negotiate group interests, allows for agree
ment upon the shared values and purposes of various social groups, which allows for 
their institutionalization.

Finally, the markets, autonomous from the state, along with mechanisms allowing for the 
protection of private property ensure the state‐independent economic foundations of civil 
society. When looking at command economies (of the type that existed in the former East
ern Bloc and which still operates in North Korea and Cuba), in place of civic attitudes, the 
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public sphere features clientelist attitudes towards the sponsor. In other words, the cen
tral state controls all economic resources and their redistribution.

Civil societies fill the whole of the public sphere extending between the level of the state 
and the elemental level of households. The entire social space consists of three levels, 
which are presented graphically in Figure 36.1.

2 Functions of Civil Society
According to various traditions of political philosophy, we may distinguish four basic func
tions of civil society: (1) Protection from state arbitrariness; (2) observation and control of 
state power; (3) democratic socialization of citizens; and (4) creation of the (p. 681) public 
sphere and the provision of the actors who operate in this sphere (Merkel 1999). The first 
function Merkel (1999) labels as “Lockeian,” for it stems from the liberal tradition dating 
back to John Locke. This function includes both the protection of the autonomy of the in
dividual, private property, and room for a community life without the arbitrary interfer
ence of the state. The second function refers to the Montesquieu theoretical tradition and 
the concept of checks and balances. On the one hand, a network of intermediary organi
zations controls the state, while on the other hand these organizations bridge state and 
society. “High organizational density in society among all classes but especially among 
the subordinate classes is an important counterweight to the power of the state appara
tus” (Rueschemeyer, Stephens, and Stephens 1992, 66). The third function—called “the 
Tocquevillean” by Merkel—implies that civil society acts as an incubator of citizens and 
civic virtues such as trust, tolerance, reciprocity (Putnam 1993). Finally, the fourth func
tion of civil society—“Habermasian,” as Merkel puts it—is the formation of effective chan
nels of civic discourse, representation, and mobilization around values and interests.

Since a civil society is situated at the intermediate level, a fundamental role played by the 
plurality of civic settings is the mediation between the level of the state and the elemental 
level of the household.1 Within the mediating role, civil society actually fulfils a whole ar
ray of more specific functions and tasks related to the above‐mentioned four basic func
tions. The following tasks merit a mention: (1) Control; (2) Articulative; (3) Integrative; 
and (4) Educational. To be more precise, these tasks are fulfilled to varying degrees by 
specific, organized structures which operate within the boundaries of civil society. Since a 
civil society is, to use Walzer's (1992, 98) phrase, “a setting of settings: all are included, 
none is preferred,” the specific settings of citizens, and not civil society at large, are the 
collective actors which fulfill all the functions and tasks of civil society.

The Control function refers to the activity of the various watchdog NGOs which monitor 
whether state power is kept within legal limits and that the commonly shared rules of the 
game are observed in public life.

The Articulative function of these settings consists of transforming dispersed “personal 
troubles” into more coherent “public issues.” It aggregates aspirations, objectives, needs, 
and values, which at the level of micro‐structure are quite diffused, into broader agendas. 
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It also includes the representation of those agendas vis‐à‐vis both the state and public 
opinion.

(p. 682)

The Integrative function of civic settings consists of coalescing their membership around 
aggregated objectives that are transformed into public endeavors. For example, the mobi
lization of participation in organized forms of collective action in the public sphere, or, at 
a minimum, the mobilization of support for the aims of a given organization or associa
tion.

The Educational function of civic settings has dual nature. First, it propagates civic atti
tudes and virtues among their respective members. It stimulates the internalization of de
mocratic ground rules (procedures) which regulate activities undertaken within the pub
lic sphere. It habituates participation in public life and thereby of exercising the preroga
tives stemming from the status of citizenship. This is the uniquely important process of 
learning democracy through action. It improves the quality of political culture and in 
young democracies helps active members to change clientelist attitudes (widespread un
der non‐democratic regimes) into the civic ones. Second, through elevating their aims to 
the status of public objectives and their inclusion into social discourse, civic settings sen
sitize public opinion to issues that would otherwise be absent from social dialogue and 
would remain unnoticed by public opinion and political actors.

3 Democratization
Democratization is a social process, or, more precisely, a spectrum of complex and inter
weaving processes that can be separated from each other only analytically. This observa
tion leads to a number of theoretical approaches (Heine 2005) that emphaze a certain as
pect of the process. Since democratization is not an instant act but, rather, a cluster of 
complex processes, it has its primary, climax, and final outcome. Moreover, such a cluster 
of processes has a morphogenetic (Archer 2000) character, by which I mean that certain 
phases of democratization are conditioned by the changes produced by earlier phases of 
the same process. Simplifying the matter, one can differentiate the following phases of 
transition to democracy. (1) The “Initial” phase, in which “transformative” social process
es are set in motion; a “transformative strength”2 of a given process is characterized by 
its ability to change the ancien régime into a new social system. (2) The “Trans‐Systemic” 
phase, in which the old system no longer functions but the new is only beginning to 
emerge. (3) The “Consolidation” phase, during which the democratic system of govern
ment is stabilized and, in practice, becomes the only place in public life available for the 

(p. 683) interplay of interests and values.3 However, the question of what it is that sets the 
transformative processes in motion remains open. Both Linz and Stepan (1996) and 

Charles Tilly (2000) emphasize the role of the power elite of the ancien régime in produc
ing major change in public life. If the authoritarian power elite for whatever reasons (eco
nomic crisis, pressure from the international environment, social unrest, military defeat, 
radical social change in neighboring countries or the internal struggle for power after the 
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death of a charismatic leader) introduces incremental alterations to public life leading to 
liberalization then we have, as a result, at least two important effects: (1) A split of the 
elite into “hardliners” and “reformers”, and (2) growing expectations of the society for 
further liberalization and, eventually, democratization. The split of the elite lessens the 
oppressiveness of the system, places the question of power legitimacy on the agenda and
—in turn—reinforces the pressure from the society for further liberalization whilst gener
ating an alternative counter‐elite which expresses popular expectations. The institutional 
conditions for “negotiated revolution” (Bruszt 1991) are, thereby, established and the 
transition to democracy may unfold. This way of reasoning, inspired by de Tocqueville 
(1994) along with his observations concerning the causes of the French Revolution, is 
now a fairly common approach to the process of democratization and transition to democ
racy.

4 Transition to Democracy and the Emergence 
of Civil Society
Since the 1970s or, more precisely, since the democratic revolution in Portugal in 1974, 
the transition to democracy from authoritarian rule has been observed in a growing num
ber of countries. Samuel Huntington (1991) coined this global tendency, “a third wave of 
democratization.” Democratization and, eventually, the transition to democracy reached 
southern Europe, Latin America, and several Asian countries, but the third wave of de
mocratization received an enormous boost after the collapse of the Soviet Bloc. In most of 
these countries, democratization opened the public space for the emergence of civil soci
ety. In a few countries, it was civil society that pushed an autocratic system on democrat
ic trajectory.

(p. 684)

4.1 Civil Society and Democratization in Southern Europe and Latin 
America

The beginning of the third wave of democratization is associated with the military coup 
d'état that abolished the authoritarian regime of Antonio Salazar in Portugal in 1974. 
However, the Spanish transition to democracy is considered to be paradigmatic for much 
of Latin America. Spain was a country in which elements of civil society emerged and op
erated in a basically non‐democratic institutional environment. The initial phase of transi
tion, launched by the elite, but under pressure from below, began immediately upon the 
death of Franco in 1975. The trans‐systemic phase was relatively short because “democ
ratic crafters and supporters inherited a civil society already robust and reasonably dif
ferentiated, an economic society that needed restructuring but was already institutional
ized, a state apparatus tainted with authoritarianism but usable (…) and a reasonably 
strong recent tradition of the rule of law” (Linz and Stepan 1996, 113). The consolidation 
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of the new democracy was achieved as early as 1982, with the socialist opposition victory 
in the general election.

In many Latin American countries as well, some elements of civil society were present in 
public life before the transitions to democracy in the 1980s and 1990s, due to the fact 
that the “military‐bureaucratic authoritarian regimes” (O'Donnell 1973) did not execute 
total control over the public space. In Chile, for example, the repressive authoritarian 
regime disbanded civil organizations and weakened civil society. Democratic opposition 
found shelter under the umbrella of the Catholic Church and this social capital enabled 
the launch of an initial stage of transition (known as “participatory revolution”) and the 
rejection of Pinochet and his authoritarian system in the 1988 referendum (Kotzé and du 
Toit 2005b). In Brazil, civil society was weaker and a significant proportion of the popula
tion (around 40 percent in 1988) wanted the return of military rule (Linz and Stepan 
1996). Across several Latin American nations, however, the liberation theology of 
Catholic reformers and the activities of labor union activists were seen as creating at 
least the beginnings of a civil society. And when the democratization process began, these 
groups and their members were often active participants in democratization.

4.2 Civil Society in Eastern and Central Europe

Numerous authors correlate the collapse of communism in eastern and central Europe 
and the reinvigoration of interest in civil society in western social thought. Indeed, this is 
an actual correlation not a coincidence, because the defeat of communism occurred in a 
spectacular and, for the most part, bloodless fashion, although—contrary to the authori
tarian regimes of Latin America and southern Europe—communism in Soviet Bloc coun
tries was reinforced by the so‐called “Brezhnev Doctrine.”4 In some countries (p. 685) (e.g. 
Poland) civil society was decisive in defeating communism (Linz and Stepan 1996), where
as in most of the other ex‐communist countries, civil society emerged only after the tran
sition to democracy (Gyarfasova 1995; Palous 1995; Horvát and Szakolczai 1992). Civil so
ciety in Poland evolved in opposition to the communist state and was, particularly during 
the initial phase of its development, charged with moral objectives that were shared by a 
range of generally weak dissident groups in Hungary, East Germany, and Czechoslovakia 

(Havel 1988). The evolution of civil society in opposition to the communist state impacted 
on its shape and its relation to the state, as characterized by mutual distrust rather than 
by a harmonious cooperation. This reverberates to the present day. The second ingredi
ent, the spectacular success of the non‐violent social movements which emerged in 1989 
(and in 1980 in Poland) created renewed interest in western thought with regard to the 
question of civil society.

The formative phases of civil society in Poland merit closer attention because they be
came the model for other countries in the region, especially Hungary, the Czech Republic, 
and Slovakia. To a large extent this model determined both how the functions of civil soci
ety came to be defined (i.e. largely in opposition to the state) and how the process of de
mocratization and the awakening of civil society unfolded.
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During the trans‐system phase of the shift to democracy, three processes took place in al
most every country emerging from the ruins of communism. First was the pluralization of 
proto‐civil society, initially united in the effort to challenge the old system, the common 
enemy. Second was the partial demobilization of the original movement (a phenomenon 
observed earlier in Latin America). Third was the process of developing institutional 
forms of various social forces and civic initiatives at the intermediate level.

The partial withdrawal of the demobilized fraction of the masses into the private sphere 
underlined the level of social disillusionment at the trajectory of the radical changes that 
were occurring. It also indicated the fear of the emergent ground rules that were not in
ternalized. The other group of mobilized masses remained in the public sphere and was 
instrumental in creating the foundations of civil society. The proportion of one group to 
another is, of course, relevant from the view point of the emerging civil society. Put sim
ply, the greater the level of social demobilization during this phase, the weaker civil soci
ety becomes, while the metamorphosis of clientist attitudes typical for the old system into 
civic attitudes becomes more limited. These factors are decisive with respect to the quali
ty of the nascent democratic system.

During the consolidation phase, the democratic system of government and its procedures 
became—to use Linz and Stepan's metaphor (1996, 5)—“the only game in town.” The for
mal ground rules, now constitutionally codified, are becoming the normative basis of the 
entire system while regulating the workings of the state, of civil society, and the founda
tions of the participation of citizens in the social arena. Provided that these conditions are 
met, a democratic system of government can be viewed as consolidated while the transi
tion process to that system as successful.

(p. 686) 4.3 Civil Society in Asia

Basically, Asiatic societies (first of all China) belong to the cultural zone which can rough
ly be called “Confucian” (Inglehart and Baker 2000), although Korea is a mix of Buddhist 
and Christian, and the dominant system in Japan is related to Shintoism. These different 
philosophical and religious systems create a cultural frame of reference which makes a 
significant difference in the substantial aspect of the emergence of civil society and tran
sition to democracy, although the formal aspect of these processes may look familiar to a 
western student of democracy. A number of authors (de Bary 1994; Wei‐Ming 1994; Frolic 
1997; Gawlikowski 2002a, 2002b) indicate that within this civilization, the place of the in
dividual in society as well as his/her relations with others is different from western soci
eties. The character of the communities also differs from western models. The western 
concept of citizenship has a predominantly individualistic character, whereas the Asiatic 
(and particularly—Chinese) variety is rather communitarian, and not so much anti‐state 
but rather in harmony with state policy. This conforms with the Confucian emphasis on 
the duties and obligations of citizens towards community and state rather than their 
rights. From this perspective, western public life is based on an adversarial system of re
lations, whereas the Asiatic system, in contrast, is an interplay of fiduciary communities 

(Gawlikowski 2002b, 28). However, such a cultural background should be fertile ground 
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for the emergence of the vibrant local communities and organizations which normally op
erate within civil society. From this point of view, Asiatic countries vary enormously. In 
Korea, civil society was instrumental in the transition to democracy (Kotzé and du Toit 
2005a; Kim 2000) and, after successful transition, membership in organizations of civil 
society doubled between 1981 and 1990 (Dalton 2006). In China, organizations of this 
type are controlled by the state, and truly autonomous organizations are limited to the 
bare minimum, especially since 1989. Nevertheless, even in China, the number of these 
organizations is growing and is forming a peculiar “state‐led civil society” (Frolic 1997; 
Gawlikowski 2002a).

4.4 The Post‐Autocratic Citizen

Each autocratic system, even if it is highly oppressive, enjoys genuine support in part of 
the population. This is usually a minority (predominantly privileged functionaries of the 
system and their families) but sufficient for the system to function and to reproduce. 
Transitions to democracy have left the problem of those who served the autocratic system 
but who—due to the transition—have lost their privileged position. However, nostalgia to
wards former, autocratic regimes is felt not only by those who have lost privileges, but al
so by those who were the clients of the autocratic regime and who have difficulty adjust
ing to the new rules of the game. The category of those who, for whatever reason, repre
sent “positive attitudes and beliefs associated with the autocratic regime” was coined by 

Hans‐Dieter Klingemann (2005, 121) as “post‐autocratic citizens.” Whatever the nature of 
the autocratic regime (military (p. 687) dictatorship, apartheid, communist rule), after its 
collapse it leaves a group of “post‐autocratic citizens” who are able to convert their be
liefs from post‐autocratic to democratic only by means of a relatively long process of re‐
education. According to surveys, the size of this category in the mid‐1990s (i.e. a couple 
of years after transition) varied from 12 percent in South Korea, through 22 percent in 
South Africa, 25 percent in Poland, 36 percent in East Germany, to up to 38 percent in 
Chile (Klingemann 2005, 123).

4.5 Membership of Voluntary Associations

Membership of voluntary associations is one of the standard indicators of civic engage
ment. Data from the World Values Survey shows that membership varies substantially 
among democratic nations: from around 70 percent in Scandinavian countries and the 
USA to less than 30 percent in Japan and southern European nations. Moreover, citizens 
of the USA and Scandinavian countries engage, on average, in a greater number of asso
ciations (Schofer and Fourcade‐Gourinchas 2001, 807).

Membership of voluntary organizations for a selected set of countries is shown in Table 
36.1. As we see from the table, civil society in the US is far more active in joining various 
voluntary associations than other nations. In contrast, Japanese and Polish societies seem 
rather passive in this area. The differences in civic engagement may be interpreted ac
cording to four different models of explanation: economic and cultural, with the remain
ing two referring to political determinants (Curtis, Baer, and Grabb 2001). One explana
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tion links the level of civic engagement to the level of economic development of a given 
society: the higher the standard of living, the more (p. 688) likely citizens are to engage in 
voluntary associations. A second explanation links the level of civic engagement to the 
dominant religious tradition: Protestantism—in contrast to Orthodox Christianity, Islam, 
Confucianism, and even Catholicism—“is seen as promoting an ethic in which, rather 
than relying on the state or the church establishment to provide for the needs of commu
nity, people are encouraged to join together voluntarily as free individuals to fulfil various 
societal functions” (Curtis, Baer, and Grabb 2001, 785). A third explanation concentrates 
on the nature of the democratic system: both liberal and social welfare models of democ
racy encourage citizens to public engagement, whereas a more corporate model of 
democracy is less favourable to civic engagement. Fourthly, the stability and continuity of 
democracy positively correlates with civic engagement: the older and more stable a 
democracy is, the more likely citizens are to join voluntary associations (Curtis, Baer, and 
Grabb 2001, 787). In fact, all four explanations supplement each other and help us to un
derstand variations in civic engagement in different democratic societies.
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Table 36.1 Membership of voluntary organizations in selected countries (%)

Organizations USA South Africa South Korea Japan Poland

Religious 57.1 52.4 42.1 10.6 5.7

Educational or 
cultural

37.3 20.0 19.1 11.0 2.2

Sports or recre
ational

36.0 22.9 24.7 14.1 3.1

Labour unions 13.6 9.3 5.6 6.5 10.3

Political groups 19.2 11.5 2.7 3.5 0.7

Conservation 
and environ
mental

15.6 3.9 6.2 3.2 1.2

Professional as
sociations

28.0 5.3 8.8 4.8 4.3

Note: Table entries are the percentage of respondents indicating that they “belong to” selected organizations in 
1999–2002.

Sources: Dalton (2006); Kotzé and du Toit (2005b).
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5 Civil Society and Nationhood
With the downfall of communism, many observers feared that nationalism rather than 
civic communities would appear from its ruins. These concerns were not without founda
tion. Ethnic conflicts in the former Yugoslavia, the Caucasian republics of the former 
USSR, and the ethnicity‐based tensions between Hungary and Romania all testified vivid
ly to the rebirth of nationalism in the region. However, civil societies were also reborn.

According to Szacki (1997, 39), “civil society and nationhood are two different and fre
quently competing types of ‘imagined communities’ that Europe had to deal with in the 
course of the last several centuries. The former brings to mind that which is common to 
all civilized societies, while the latter that which establishes the unique identity of every 
society.”

However, as I mentioned earlier, civil society functions within the confines of the nation‐
state and, in creating its normative foundations, draws from the resources of shared un
derstandings and values shaped by specific national heritage. Hence within modern de
mocratic systems of government, which allow for the development of modern concepts of 
citizenship and of the rules of its operation in the public sphere, these two dimensions are 
interwoven and are difficult to separate, even through analytical means. As a conse
quence, civil society, operating in the context of a specific nation‐state is the realm within 
which the supranational liberal‐democratic principles are realized. However, the nation‐
state also breathes life into these principles by providing them with localized meaning.

(p. 689) 6 Political Culture and the Quality of Civil 
Society
The quality of democracy and of civil society is determined by citizens' political culture 
and social capital (also see chapter by Newton in this volume). This issue, undoubtedly al
so relevant to mature democracies, is particularly important in the case of young democ
racies, in which new procedures and ground rules must compete with memories of prac
tices established under the previous system, particularly if these informal rules are also 
effective. As Putnam (1993, 180) correctly points out, “informal norms and culture change 
more slowly than formal rules, and tend to remould those formal rules, so that the exter
nal imposition of a common set of formal rules will lead to widely divergent outcomes.” As 
mentioned earlier, civic culture may be defined within categories of prevailing attitudes 
towards other participants in public life (trust, tolerance of different points of view), by 
the level of competence in public affairs, by the awareness of collective purposes, for ex
ample, interests transcending one's own particularities (Śpiewak 1998), and by the adher
ence to the formal rules of conduct governing the public sphere.
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Low civic culture occurs when the level of trust towards others is low, tolerance of differ
ent viewpoints is fragile, when the desire to realize particular interests, irrespective of 
their consequences for the wider community, prevails, and when the knowledge of the ba
sic mechanisms of public life is negligible, while formal rules are routinely violated.

According to Putnam (1993, 177–8), the principles of reciprocity and trust, on the one 
hand, and the principles of dependency and exploitation, on the other, are both effective 
as social bonds. However, the level of institutional and civic effectiveness is different de
pending on which principles prevail. High civic culture, comprising social resources of 
trust, norms, and ties, are accumulated and “amplify” each other. As a result, a positive 
social equilibrium arises. This equilibrium is characterized by a high level of social coop
eration, high levels of trust, mutual support, significant levels of civic engagement, and, 
generally, increased welfare of the community.

Low civic culture behaves in a mirror fashion: particularity, the absence of trust, exploita
tion, and the escape into the private sphere and, as a result of these factors, social and 
economic stagnation. All of these factors tend to amplify each other and to accumulate. 
This negative equilibrium, once created, tends to be stable over time, while the process of 
reversing it is problematic even should a section of society so desire. This is so due to the 
fact that the social attitudes of those influenced by the negative equilibrium view the be
havior of those wishing to break from it as being highly peculiar and naive, and are ex
ploited mercilessly.

Low civic culture leads to the phenomenon known as “amoral familism” (Banfield 1958), 
that is, to the maximalization of any benefits that accrue to individuals and their families 
at the expense of society at large. The prevailing assumption is that others do the same. 
Strategies for obtaining these particularist benefits are either outside the formal ground 
rules or stand in contradiction to those rules. If these (p. 690) strategies are effective, they 
become quite resilient and find many followers. It is in this context that permissiveness 
towards corruption, illegal lobbying, the identification of legal loopholes, or tax fraud 
reigns. The relative effectiveness of such informal norms of behavior leads to a gradual 
deterioration of the formal rules; the latter are downgraded to the status of vacuous ritu
als; democratic institutions, including institutions of civil society, become a mere veneer 
behind which “the real life” takes place. O'Donnell (1997, 46) argues that, “Many new pol
yarchies do not lack institutionalization, but a fixation on highly formalized and complex 
organization prevents us from seeing extremely influential, informal, and sometimes con
cealed institutions: clientelism and, more generally, particularism.”

In the countries that emerged from communism and that have successfully concluded the 
transition to democracy, the consolidation of the democratic system is undermined in two 
ways. On the one hand, the dubious heritage of habitual, informal ties forged during the 
previous system continues to operate (Staniszkis 1999). On the other hand, there are 
strategies created with the purpose of ensuring the successful functioning of the new sys
tem. A good example of such a strategy is the conversion of political capital into economic 
capital during the transition from command economy to market economy (Wasilewski and 
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Wnuk‐Lipinski 1995; Lane 2000). Similar strategies were formed during the trans‐sys
temic phase, when new ground rules were evolving, and while their enforcement was 
weak. These strategies, effective as a means of securing the particularist interests of vari
ous interest groups during the trans‐systemic phase and often applied on the border be
tween the polity and the economy, remain present in the consolidation phase. They con
sist of finding ways around the formal rules, while the ties to the power elites guarantee 
immunity from prosecution. This results, at the level of state institutions, in the spread of 
corruption; at the intermediate level, to the deceleration of the evolution from clientelism 
to citizenship; at the level of micro‐structures, such strategies broaden the appeal of the 
notion that formal rules are a mere façade, behind which people of power and money re
alize their particularist interests at the expense of public welfare.

Only a vibrant civil society can tame this insidious process which undermines the consoli
dation, or perhaps even the legitimization, of the democratic regime. Civil society 
presents itself to the individual as the place of continuing civic education and, through 
democratic procedures and free media, as a controlling device helping to prevent the de
generation of the sphere of power.
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Notes:

(*) I would like to thank Hans‐Dieter Klingemann and Russell Dalton for helpful com
ments on the draft version of this chapter.

(1) Norberto Bobbio (1997) views the relationship between the state and civil society dif
ferently. In his opinion it is the state that assumes the mediating role with regard to plu
ralist civil society, due to the fact that within the latter, economic, social, ideological, and 
religious conflicts occur, while the role of the state is to maintain law and order through 
conflict mediation, prevention, or suppression. This is unlikely to be accurate. Nations un
dergoing democratization, along with mature democracies, both witness conflicts be
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tween the state and various institutions of civil society while conflicts between various or
ganizations of civil society which would lend themselves to state mediation are less fre
quent. Bobbio's stance runs into difficulty when one considers that if the relationship be
tween the state and civil society is permanently antagonistic, then the mediating function 
ought to be contested through antagonistically predisposed social agencies of civil soci
ety.

(2) “Transformative strength” is understood as being either a process set in motion by re
bellious masses that generates an ad hoc counter‐elite (open revolution) or as a pact be
tween an old elite and a counter‐elite backed by the masses which, in practice, concludes 
the old system and paves the way to a new system.

(3) Pérez‐Diaz (1996) introduces different analytical categories. In his approach each sys
temic change consists of three different, though overlapping, processes: transition, con
solidation, and institutionalization. Transition is the period of negotiating between the ac
tors of public life some basic rules of the game; consolidation is the widely spread convic
tion that the new system will survive and its basic rules of the game are equally widely re
spected; institutionalization means that the new system is recognized as legitimate by a 
majority of the society and the new rules of the game are internalized by politicians and 
by society. This categorization, however, can hardly be used for an analysis of civil society 
development under the process of radical systemic change.

(4) The Brezhnev Doctrine assumed that each country of the Soviet Bloc could count on 
the military support of Warsaw Pact troops in the event of an internal or external threat 
to the communist regime. The doctrine was intended to legitimize the invasion of Czecho
slovakia in 1968.
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MUCH of political science focuses on the daily business of democracy: elections, institu
tions, legislation, policies, lobbying, and so forth. Voters, governments, legislatures, 
courts, political parties, and established interest groups are the actors that figure central
ly in such analyses. There are good reasons for such an emphasis because these are most 
of the time the central processes and actors in democratic politics. Policy making tends to 
take place within narrow margins and political change in democracies is usually a grad
ual and orderly affair. In spite of a political rhetoric full of references to change, up
heaval, and renewal, even “landslide” elections rarely cause more than a ripple of change 
in the lives of ordinary citizens. There is much groping in politics and in political science 
about why most citizens in democracies show so little—and declining—interest in political 
affairs, but the banal heart of the matter is that such lack of interest often springs from a 
realistic assessment of the impact of elections and of who governs on people's daily lives.

Because democracies ultimately draw legitimacy from popular involvement, politicians 
have good reason to worry about the lack of enthusiasm among the citizenry, to under
take efforts to increase accountability and transparency, and to contemplate new avenues 
to promote citizens' participation. However, from a somewhat broader perspective, the 
unobtrusive nature of democratic politics is a virtue rather than a vice. Democracy has 
liberated people from overly obtrusive, non‐democratic political systems and has allowed 
citizens the liberty to construct their lives without worrying too much about politics. Even 
in democracies, not every citizen can enjoy this freedom to the same extent, and such in
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equalities remain important issues of contestation, even if the degree to which they are 
amenable by policies is often limited. By and large, however, the momentous political 
changes that touch people's (p. 694) lives do not emerge from the ordinary democratic po
litical process, but from those more rare occasions when the boundaries of democratic 
politics itself are at stake.

The most obvious case in point is the process of democratization. Democratization has 
most of the time not been orderly and gradual, but has progressed by way of revolution
ary upheavals and mass social movements. The earliest thrusts towards modern forms of 
democracy—e.g. in England, the United Dutch Provinces, the United States of America, 
or France—were the result of national independence struggles and political revolutions, 
rather than of gradual reform and an orderly expansion of political rights. This pattern 
has held up to the present day, as exemplified by the sudden and unexpected mass mobi
lizations that led to the fall of communism, the disintegration of multinational states, and 
the establishment of a multitude of new democracies in eastern Europe.

When originally established, democracies are seldom inclusive in the sense that they ex
tend political rights to all citizens. The early democracies were all elite affairs that ex
cluded much of the population on the basis of wealth, gender, and where relevant also 
race. Further expansion of democracy has rarely happened without intense political 
struggle by social movements on behalf of these excluded groups. The eradication of 
wealth and class as criteria for voting rights required a long battle by labor movements; 
the women's movement played a similar role in the expansion of political rights to 
women, and long years of courageous extra‐institutional mobilization were necessary to 
do away with racial apartheid in the USA and in South Africa. In the establishment of the 
latest wave of new democracies, exclusion along the lines of class, gender, or race has 
usually not been a contested issue, but this has been all the more the case for the demar
cation of political boundaries along the lines of ethnicity and religion. Once again, such 
struggles over the boundaries of democratic politics have not been contained within the 
arenas of parliaments, government, or the courts, but have spilled over into, or more of
ten been taken over by extra‐institutional and not seldom bloody struggles among various 
ethnic and religious groups. Even in the “old” western European and North American 
democracies, the struggle over the boundaries of democracy continues, as indicated by 
fierce struggles over the civic and cultural rights of new immigrant groups, which are 
again only very partially contained within parliamentary and party politics.

The expansion of democracy is not only a question of including clearly demarcated social 
groups such as workers or women, but also concerns the substantive agenda of politics; 
the issues around which politicians and parties compete with each other for the support 
of the citizenry. The routine political process is able to deal reasonably well—and certain
ly better than any conceivable alternative—with issues that have an established place on 
the political agenda. Politicians can monitor the public's opinion on these issues through 
polls and other survey instruments; in their campaigns they can inform voters about their 
parties' standpoint on them; and citizens can hold politicians accountable for their perfor
mance on these issues when they cast their votes. However, parliaments, governments, 
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and parties are much less well‐placed for—and often not interested in—bringing new 
themes and issues to the public's attention and onto the political agenda. One example of 
such a new issue, which by now has become well (p. 695) established, is that of the protec
tion of the environment and the conservation of energy sources. This issue was launched 
from outside the regular channels of institutional democracy by worried experts, local cit
izens' initiatives, and emergent environmental organizations, and was often only with 
great reluctance taken up by established political actors, which in turn opened up oppor
tunities for the establishment of new, “green” political parties. Other examples from the 
same epoch of the 1960s and 1970s are the issues that were launched by the new 
women's movement and other identity movements, who under the banner “the personal is 
political” advanced the claim that issues such as reproductive rights, homosexuality, or 
the distribution of tasks in the family were legitimate issues of public concern that re
quired political action.

We should, however, beware of sketching a too benign picture of social movements as if 
their historical role has been only to contribute to ever more inclusive versions of democ
racy. Extra‐institutional challenges to the boundaries of democracy just as often go in the 
other direction, towards more exclusive political rights, or even towards abolishing 
democracy altogether. The two great totalitarian challenges of the last century, commu
nism and fascism, are obvious examples, but so are most movements for ethnic emancipa
tion, national independence, or religious revival, whose demands for inclusion often go 
hand in hand with the exclusion or even physical elimination of the members of rival eth
nicities and religions. The same is true for current struggles over the rights of immi
grants, in which extreme‐right groups oppose claims for inclusion and seek to retain or 
return to a notion of citizenship that privileges the dominant ethnic group.

1 Theoretical Perspectives on Social Move
ments

1.1 Classic Theoretical Approaches

What do theories of social movements tell us about the causes and conditions of the mass 
mobilizations that have redefined the boundaries of democratic politics? Until the 1960s, 
a decidedly negative view on the role of social movements prevailed. Various strands of 
theory in this early work all agreed that “collective behavior”—a summary term that in
cluded not only social movements but also mobs, panics, and crazes—was an irrational 
and destructive phenomenon. The earliest of these theoretical traditions posits that when 
people coalesce in groups, they lose their individuality and become susceptible to irra
tional behavior, which may include great bravery and sacrifice for the group, but also un
controlled violence towards outsiders. Originally formulated by Gustave Le Bon (1960 
[1895]), such crowd‐psychological ideas can also be traced in the thinking of Max Weber 
on charismatic leadership and of Émile Durkheim on the collective conscience.

(p. 696)
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Post‐war theories of “mass society” introduced a more social‐structural variation on the 
same theme (e.g. Kornhauser 1959). Based on Durkheim's conception of “anomie,” rapid 
social change was seen as breaking down traditional social ties and norms. In search for 
new social anchors, the uprooted and isolated individuals of mass society were seen as 
easy targets for totalitarian mass movements of the left and right. Such movements were 
moreover seen as attracting particular types of “authoritarian” personalities (Adorno et 
al. 1950). Within the Parsonian tradition with its emphasis on functionally integrative nor
mative systems, “deviant” social movements could not appear in a very positive light, ei
ther. Neil Smelser (1962) provided the most elaborated version of the structural‐function
alist view that associated social movements with “structural strain,” which paved the way 
for the spread of irrational and disintegrative “generalized beliefs.”

Theories of relative deprivation are a final strand of scholarship in this classical tradition. 
In the most influential version of this argument, Ted Gurr (1970) built on social‐psycho
logical frustration‐aggression theory. Relative deprivation is a gap between what people 
get and what they expect and aspire to get on the basis of past trends and comparisons 
with other groups. Deprived individuals experience psychological frustration and this 
leads them to strike out violently at the perceived sources of their anger, without, in 
essence, much further reflection. As Gurr, James Davies (1962), and others argued, rela
tive deprivation does not need to be associated with economic downturns but can, as in 
the case of the movements of the 1960s, also occur in times of affluence, as long as the 
rise of aspirations exceeds the capacities of the economic and political systems to satisfy 
them.

The predominance of theories emphasizing the irrational and violent aspects of social 
movements and describing their participants as easily susceptible, socially uprooted, and 
frustrated, can in large part be explained by the ideological and social distance between 
the predominant social movements and the scholars that studied them. Most academics 
of those days had little sympathy for the labor movement, and the rise of fascism and 
Stalinism only strengthened the aversion within academia for popular politics. Not coinci
dentally, the only areas of study where classical explanations are still prevalent nowadays 
are those that deal with social movements for which social scientists have little sympathy, 
for instance extreme right and xenophobic protests, which are often ascribed to the frus
tration and lack of social integration of the “losers of modernity” (e.g. Heitmeyer et al. 
1992).

1.2 Resource Mobilization

Apart from these holdouts in the study of “unsympathetic” movements, the protest waves 
of the 1960s and 1970s, in which students and academics were centrally involved, led to 
a radical shift in the predominant view on social movements. Inspired by Mancur Olson's 
(1965) economic theory of collective action, a new “resource mobilization” school (e.g. 
Oberschall 1973; McCarthy and Zald 1977) emerged, which contradicted the classical 
theories in almost every conceivable (p. 697) way. In the spirit of Olson, social movements 
were interpreted as rational, utility‐maximizing actors, and a whole new vocabulary was 
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invented that spoke no longer of charismatic leaders but of “movement entrepreneurs” 
who set up “social movement organizations” and larger “social movement industries,” 
which offered their products to a clientele not of frustrated and irrational individuals, but 
of “conscience constituents” who considered the profitability of investing their “discre
tionary resources” in social movement activities. Regarding the social‐structural condi
tions for mobilization, resource mobilization theorists emphasized group solidarity and 
the integration of individuals into social networks rather than the breakdown of norms 
and the social uprooting of the classical perspectives.

Numerous studies confronted the predictions of the classical approaches with those of 
the resource mobilization perspective, and generally found strong support for the latter. 
In particular, the participants in social movements tended to be well integrated into their 
communities, and were mobilized by way of tight social networks, rather than as isolated 
individuals (e.g. Useem 1980; Jenkins and Perrow 1977). Moreover, Charles Tilly and his 
colleagues (1978; Shorter and Tilly 1974; Tilly, Tilly, and Tilly 1975) amassed evidence 
that demonstrated that there was no direct link between rapid social change and surges 
in social movement mobilization. As Piven and Cloward (1977, 1992)—two of the very few 
dissident voices at the time—pointed out, these supportive results were partly due to the 
fact that resource mobilization theorists often focused on movements or sections of move
ments that were relatively well organized, reformist, and middle class, and tended to 
downplay the more eruptive and disruptive aspects of social movements.

The core theoretical problem with such a rationalist, economic view of social movements
—namely Mancur Olson's free rider problem of collective action—has never been quite re
solved. The solution proposed by Olson, the provision of selective incentives, is not only 
problematic on theoretical grounds—because it leads to a second‐order problem of collec
tive action, see Oliver 1980—but is also empirically improbable for the case of resource‐
poor, weakly organized, and emergent social movements, which have little to offer their 
members in return for their often costly and risky participation. In the absence of a solu
tion, many social movement scholars have simply shifted Olson's dilemma aside as irrele
vant in view of the empirical ubiquity of collective action (e.g. Fireman and Gamson 1979;
Melucci 1980). Others have tried to salvage the notions of rationality and selective incen
tives by introducing various “solidary,” “purposive,” and “psychic” incentives (e.g. Muller 
and Opp 1986; Marwell and Oliver 1993), which Olson had already decidedly rejected as 
tautological in his original statement of the collective action problem (1965, 160).

Another problem of resource mobilization theory is its limited appreciation of the external 
context in shaping the strategies, organizational forms, and mobilization opportunities of 
social movements. Social‐structural changes appear in resource mobilization theory main
ly in the form of economic growth, which increases the availability of “discretionary re
sources” such as spare time and disposable income among middle‐class “conscience con
stituents,” which can be tapped by social movement organizations (McCarthy and Zald 
1977). Resource mobilization theory's (p. 698) attention for political actors in the environ
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ment of social movements such as political parties and governments is likewise restricted 
to a view of them as potential sources of resource support for movement organizations.

1.3 Political Opportunity Structure

Criticism of this lack of attention for the political environment of social movements in re
source mobilization theory led to the elaboration of the concept of “political opportunity 
structures”, which was introduced by Peter Eisinger (1973) and further developed by, 
among others, Charles Tilly (1978) and Doug McAdam (1982). Contrary to the strong fo
cus on movement‐internal factors in resource mobilization theory, proponents of the “po
litical process” approach argue that variations in the amount and types of social move
ment activity can be explained by variations in the political context that they confront. 
Eisinger, for instance, showed that urban movements fluctuated with the structures and 
openness of local politics, and McAdam linked the rise of the civil rights movement in the 
USA to shifts in the electoral constituencies of Democrats and Republicans as a result of 
migration of blacks to the northern states, and the erosion of the Democrats' hold on 
southern whites. In Europe, the political opportunity structure concept was especially 
fruitful in stimulating cross‐national research, e.g. Herbert Kitschelt's (1986) comparison 
of anti‐nuclear energy movements in various countries, Donatella della Porta's (1995)
comparison of the New Left in Germany and Italy, or the comparison of new social move
ments in Germany, France, the Netherlands, and Switzerland by Hanspeter Kriesi and his 
collaborators (1995).

These comparative studies connected social movement studies to the concerns of main
stream political science, by showing how the timing, strategies, and volume of social 
movement mobilization were related to factors such as electoral volatility, the composi
tion of the party system, institutional centralization, separation of powers, and conflict‐
resolution strategies of political elites. Kriesi et al.'s study in particular revealed a strong 
tendency for social movements to adapt to, and reflect the characteristics of the very po
litical systems that they challenged. For instance, the availability of multiple channels of 
access and consensus‐oriented elite strategies in Switzerland are mirrored by relatively 
moderate, continuous, and decentralized social movements. The centralization of French 
politics and the insulation of its political elites from popular pressure, by contrast, lead to 
more radical, intermittent, and centralized challenges.
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Fig. 37.1  Levels of mobilization of social movements 
in four European countries, 1975–1989, in thousands 
of participants per million inhabitants

Note: Cal
culated on 
the basis 
of Kriesi 
et al. 
1995, 45. 
Uncon
ventional 
protest in
cludes 
demon
strations, 
strikes, 

civil disobedience, and political violence. Conventional mobilization in
cludes petitions, signature drives for referendum campaigns, as well as 
membership in new social movement organizations and labor unions.

Figure 37.1 shows that going from the open and decentralized Swiss political system to 
the closed, centralized French polity, the overall level of mobilization of social movements 
decreases markedly. This tendency is however entirely due to the high level of conven
tional mobilization in Switzerland in the form of petitions, referendum signature drives, 
and organizational membership. Participation in unconventional protest, by contrast, fol
lows the exact reverse pattern, with France having the highest level, and Switzerland the 
lowest. Within the category of unconventional protest, France, moreover, has the highest 
rate of violent protest followed by Germany, the Netherlands, and finally Switzerland (not 
shown in the figure, see Kriesi et al. (p. 699) 1995, 50). Thus, in line with the political op
portunity structure perspective, more disruptive and radical forms of mobilization flour
ish in countries such as France that offer relatively few channels of access to social move
ments, whereas open, inclusive political systems invite moderate forms of movement mo
bilization.

While particularly in cross‐national comparative work, the political process approach of
fers a powerful set of explanatory tools, there has been more criticism of its application to 
the dynamics of contention. Although it carries the word “process” in its name, the politi
cal process perspective is, as McAdam, Tarrow, and Tilly (2001) have convincingly ar
gued, not really a dynamic theory. According to these authors, the search for stable regu
larities in the relations between structural variables and movement action that character
izes much work in the political process perspective is largely futile. Examples are the 
many—and indeed quite inconclusive—studies that look for “the” effects of repression on 
mobilization (for a recent overview, see Davenport et al. 2005), as if there were some uni
versal law of repression to be discovered that is independent of the insertion of concrete 
interactions between movements and authorities in time and space (Koopmans 2004a). 
The same can be said for studies of the effects of political opportunity structures more 
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generally, which have sometimes revealed strongly divergent effects (including no effect 
at all) of the same variables across studies (Meyer 2004; Meyer and Minkoff 2004).

An alternative is needed for the fruitless search for universal causal laws of political con
tention, which simultaneously avoids the equally unattractive alternative of ad hoc 

(p. 700) descriptive accounts, thinly disguised in cultural‐constructivist rhetoric. McAdam, 
Tarrow, and Tilly (2001) have proposed “mechanisms,” which recur in similar forms and 
with similar outcomes across a variety of types and instances of contention, as the appro
priate focus of analyses, and as an alternative to both invariant, universal models and the 
holistic case‐study approach. This seems a promising direction, but the way in which the 
authors themselves have developed the idea does not yet appear to be a viable alternative 
to the current political process model. The main reason is that McAdam et al. are so pre
occupied with avoiding any kind of general theory at all, that they end up with a long and 
open‐ended list of dozens of mechanisms, which are not meaningfully related to one an
other within a broader theoretical framework. Moreover, each phenomenon to be ex
plained seems to require its own set of mechanisms, and if the same mechanisms are 
used to explain several cases, they often tend to have divergent effects, which leads one 
to doubt whether we are dealing here with genuine mechanisms at all. Finally, some of 
the mechanisms that figure prominently in the social movement literature are not men
tioned at all (e.g. institutionalization), and in the absence of a coherent theoretical frame
work one is left to wonder why (Koopmans 2003).

2 Current Challenges

2.1 Culture and Discourse

The dominant position of political process theory in the field has recently been challenged 
from a number of directions. A first line of criticism grants that there is much that politi
cal process theory has illuminated, but also much that it has neglected. In particular, the 
political process perspective is faulted for having an over‐politicized view of social move
ments, which neglects their cultural dimensions and their dependence not just on politi
cal institutions but increasingly also on the nature of public discourse, especially as it 
takes place in the mass media. While the demands and strategies of some social move
ments—e.g. the peace and anti‐nuclear energy movements—primarily address political 
authorities, other movements—such as the women's and gay movements or religious 
movements—have a much wider range of demands and addressees, among which politi
cal authorities do not necessarily figure very centrally. The women's movement, for in
stance, is in spite of its obvious importance conspicuously absent from the analyses of po
litical process scholars, simply because many of its actions and demands are not ad
dressed at policy makers, but are submerged within social institutions and the “private” 
sphere.
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Fig. 37.2  Main types of collective identities in public 
claims making of immigrant organizations in three 
European countries (% of claims)

Social movement scholars have become increasingly aware of the centrality of discursive 
struggles in a variety of arenas for setting the public agenda, framing issues in particular 
ways, and defining collective identities. This discursive side of social movements has re
ceived attention in several variants. David Snow and his collaborators (Snow et al. 1986; 
Snow and Benford 1992) have emphasized the strategic (p. 701) employment of framing 
techniques by social movement organizations in order to mobilize adherents and convince 
the public. From a more structural perspective, others have emphasized how public dis
course can, next to institutional politics, be seen as a parallel “discursive opportunity 
structure,” in which media discourse plays a central role and which ascribes credibility, 
relevance, and legitimacy to certain issues and points of view, but not to others (Koop
mans and Statham 1999; Ferree et al. 2004; Koopmans and Olzak 2004). Using this per
spective, Ferree et al. (2004) have shown how the discourse on abortion in the United 
States differs radically from public debates on the same issue in Germany. As Ferree 
shows, this has important consequences for the mobilization opportunities of feminist 
movements in the two countries: “The destigmatizing claims that are most ridiculed and 
excluded in German feminism are among the most acceptable in the United States, and 
the unattainable ‘moral high ground’ of state support for reproductive rights in the Unit
ed States is part of the protectionist mainstream in Germany” (Ferree 2003, 338–9).

Note: Cal
culated on 
the basis 
of Koop
mans et 
al. (2005, 
118–19).

A recent study uses a similar theoretical approach to study immigrant mobilization in sev
eral European countries and shows that even the collective identities around which social 
movements mobilize can be strongly affected by the discursive opportunity structure 

(Koopmans et al. 2005). As Figure 37.2 shows, there are striking cross‐national differ
ences in the degree to which immigrants make public claims around racial, religious, or 
ethnic identities, or on the basis of their common status as immigrants. In Germany, more 
than two‐thirds of all immigrant claims are made in the name of national ethnic cate
gories such as Turks or Bosnians, while in France and Britain such national and ethnic 
identities are emphasized in less than 20 percent of all claims. By contrast, French immi
grants tend to mobilize on the basis (p. 702) of their common immigrant status, whereas 
their British counterparts formulate demands that target racially defined categories such 
as blacks. The authors show that these differences are largely independent of the compo
sition of the immigrant populations, and relate them instead to the dominant discourses 
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on citizenship and immigrant integration, which emphasize national origin in Germany, 
race in Britain, and which delegitimize differentialist identities in France.

2.2 Agency and Emotions

A second element of what some have labeled—somewhat wishfully—as the “cultural turn” 
in social movement studies is the criticism of the conception of agency in the political 
process model (e.g. Goodwin and Jasper 1999; Whittier 2002; Kurzman 2004). In sharp 
contrast to the self‐image of movement activists as innovative and boundary‐transgress
ing actors, the political opportunity perspective often leaves little room for agency and 
sees movement actors as being shaped and channeled by anonymous political structures 
and power configurations. How exactly these structural variables affect movement ac
tivists' choices usually remains vague, but implicitly most political process theorists have, 
like resource mobilization theory, relied on rational choice as the micro‐foundation of 
their theories.

In addition to the still unresolved free rider problem, the use of rational choice as the 
connection between political opportunity structures and movement action leads to a num
ber of additional problems. The first is that only political opportunities that are perceived 
as such can affect movement actions (Gamson and Meyer 1996). Given the complexity of 
the interactions among multiple actors in political processes, and the distance between 
concrete movement action and abstract political structures, this is a qualification with 
major ramifications. It is highly improbable that movement activists have the detailed 
knowledge of institutional structures, elite divisions, and electoral alignments that would 
be necessary to base an even approximately reliable strategic calculus on the abstract 
categories that figure in political process models.

The indeterminacy of political opportunities and the unavoidable uncertainty of complex 
contentious interactions provide both the necessity and the leverage, the critics argue, 
for movement activists and organizers to define and attribute meaning to their strategic 
situation. Opportunities, in this view, are not external and objective variables, but are to 
an important extent made and revealed by the creativity, imagination, and courage of 
movement activists. Moreover, because rational calculation is inconclusive in situations of 
limited information and high uncertainty, emotions such as anger, indignation, and pride 
have an important role to play in empowering people to engage in the kind of risky and 
costly behaviors with uncertain outcomes that social movement activity almost invariably 
entails (Jasper 1997; Gould 2004). In a way, then, these criticisms constitute a re‐appreci
ation of some of the social‐psychological mechanisms that were central to the classical 
approaches, albeit with the important difference that these emotions are seen as prod
ucts of social construction, and as enabling agency, rather than as forces that overwhelm 
actors in such a way that they lose their capacity for reflexive action.

(p. 703)
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While there is certainly merit in these arguments against the structuralism and rational
ism of the political process approach, a major problem with the social constructionist al
ternative is that it has not itself given us much in the way of testable propositions or 
causal explanations. The social constructionist perspective risks leading the field towards 
descriptive accounts of movement histories or activist careers, without giving much theo
retical leverage on how to systematize these findings. For instance, its advocates have 
thus far failed to make clear how the constructionist perspective could be usefully em
ployed to answer the kind of questions that the political process perspective has rightly 
focused its attention on. Why do movements arise at the particular points in history that 
they do? What accounts for the important differences that we find between similar move
ments in different political and cultural contexts? What explains the shifts in strategies, 
aims, and organizational forms that we regularly observe over the course of protest 
waves?

2.3 Evolutionary Approaches

An alternative that avoids the voluntarism of constructivism without regressing into the 
structural determinism of the political process perspective is to employ an evolutionary 
mode of explanation to connect structure and action. Evolutionary models consist of the 
well‐known mechanisms of variation, selection, and retention/diffusion (Campbell 1973), 
and focus on the interplay of movement‐external (environmental selection) and internal 
(variation/innovation and retention/diffusion) elements. In the evolutionary approach, 
structures do not enter the explanation as abstract forces that somehow compel actors, 
but in the concrete form of the reactions by other political contenders (positive or nega
tive selection, e.g. by way of concessions, media attention, stigmatization, or repression) 
that a particular movement action provokes (or fails to provoke).

An advantage of evolutionary explanations is that they do not require strong assumptions 
about the cognitive or psychological mechanisms that generate the strategic decisions of 
movement activists and their opponents, which makes them compatible with several mi
cro‐theories, reaching from expected utility versions of rational choice, via bounded ratio
nality and emotions, to even a completely random input of strategies. In evolutionary 
models, it is to some extent arbitrary how variety is generated in the inputs, as long as 
there is some degree of variety with which environmental selection can work. The persis
tence and proliferation of patterns of action are not explained by their prior rationality or 
emotional salience, but by the outcomes that they generate (see Thorndike's [1898] fa
mous “law of effect”). For example, whether a movement will radicalize towards violence 
will neither be fully explained by prior, forward‐looking strategic analyses of activists, nor 
by their emotional states of anger or despair, but by the fact that in order to diffuse, vio
lence must generate the kind of outcomes (e.g. media attention or concessions) that lead 
those who experiment with violence to retain it, and that convince other activists to adopt 
it into their strategic repertoires.

(p. 704)
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At present, this evolutionary alternative is still in its infant stages. Apart from first theo
retical statements (Koopmans 2004a, 2005), Oliver and Myers (2003a, 2003b) have begun 
to explore evolutionary dynamics in formal mathematical models and numeric simula
tions. In addition, there are first examples of empirical analyses that use event data to an
alyze the evolution of political contention (Koopmans and Olzak 2004; Koopmans 2004b). 
Whether the evolutionary approach can fulfill its promise, both theoretically and empiri
cally, still remains to be seen, but the approach does seem to have the potential to act as 
a bridge between agency‐oriented and structural perspectives within social movement re
search.

3 The Place of Social Movements in Political 
Science
As challengers to the boundaries of democratic politics, social movements have been cen
tral players in the expansion of democracy, but also figure prominently among 
democracy's greatest past and current threats. In view of their crucial role in virtually 
every major instance of political change, it is surprising that the study of social move
ments occupies a rather marginal place within political science. In the United States, the 
main political science journals rarely contain work on social movements, and the topic is 
largely left in that country to sociology, where it constitutes one of the most vibrant and 
prominent subfields in that discipline. In Europe, the study of social movements is gener
ally considered as belonging to the domain of political science, but it tends to be frag
mented into subtopics—e.g. currently lively fields dealing with political extremism or with 
immigrant participation—and to wax and wane with the ups and downs of particular types 
of social movements.

A striking example of the latter phenomenon concerns the so‐called “new social 
movements” (ecology, peace, women's emancipation, and so forth), which emerged dur
ing the 1970s and 1980s in western Europe, and which spurred a large number of influ
ential studies on both sides of the Atlantic (e.g. Brand 1985; Tarrow 1989; Dalton and 
Kuechler 1990; Rucht 1994; Kriesi et al. 1995). However, with the institutionalization of 
these movements and their incorporation into established politics, the formerly thriving 
field of social movement studies has largely disappeared again from the mainstream of 
European political science.

During times of routine politics, such lack of attention for social movements may seem 
justified because they appear mostly as actors without much influence, operating at the 
marginal fringes of politics. But when it comes to understanding the major waves of de
mocratization, the rise of new political values and issues, as well as the current threats to 
democracy, there are hardly any political actors that are more (p. 705) relevant to study 
than social movements. A more institutionalized place within political science for the 
study of social movements therefore still remains an important desideratum.
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The article discusses the spread of protest politics, which was previously seen as an irra
tional outburst of the ‘dangerous classes’ that threatened the public order. The article 
briefly describes the different perspectives and theories on protest politics in the first 
part. This is followed by a presentation of the empirical findings on the patterns of 
protest, its determinants, and its effects. A summary of the main results is provided along 
with several concluding remarks.
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IN daily language, protest means the “symbolic and/or physical expression of dissent to 
something or somebody.”1 In this broad sense, protest occurs in many forms and many 
places. A child protests against finishing his or her soup. A football player protests 
against a dubious decision of the referee. These protests are articulated individually and 
outside a political context. By contrast, the term “protest politics” (Dalton 2002, ch. 4) 
usually denotes the deliberate and public use of protest by groups or organizations (but 
rarely individuals) that seek to influence a political decision or process, which they per
ceive as having negative consequences for themselves, another group or society as a 
whole.

In political life, some groups exist for the very purpose of protesting, or they at least use 
protest as a key mechanism to get their voices heard. This, for example, applies to Green
peace, which is, according to various surveys, one of the best‐known and most trusted as
sociations in contemporary societies. Other groups, for example an association of fisher
men or an automobile club, typically rely on other means to pursue their interests. Yet 
they may use protest occasionally or as a last resort. Accordingly, the kinds of groups that 
protest vary greatly, ranging from an informal citizen initiative to a big, hierarchical asso
ciation to a radical political party. Even a government may resort to protest, for example 
by sending a written critical note to another government. As a rule, however, political 
protest is carried out by intermediary bodies that link citizens on the one hand and politi
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cal power‐holders on the other. Thus, the classical protest actors are loosely structured 
groups, campaigns, and social movements, and—to a lesser extent—interest groups and 
political parties.

(p. 709)

In addition to the kinds of actors, the content, aims, levels, and forms of political protest 
also vary extremely. Protest can refer to any political and social issue that is debated and 
contested, whether it is an utterance of a political leader, an administrative directive, or a 
political regime as a whole. The aim of protest can be narrow or broad, reformist or revo
lutionary, realistic or utopian. Some protests last only a few minutes, others, e.g. site oc
cupations, may last over months or years. Some protests are spontaneous activities, oth
ers are carefully crafted and planned over a year or even longer. Still others take place on 
a regular basis. One example would be the annual worker protests on the First of May 
(existing since 1890). Another example is the weekly protest of the Madres de Plaza de 
Mayo who, since April 1977, have urged the prosecution of those who tortured or killed 
their children during the authoritarian regime in Argentina.

Regarding the spatial dimension, the issue may range from the concern of a small neigh
borhood to one of the world population. Political protests, if collective at all, can there
fore be carried out by a handful of people in front of the town hall, but may also be an ac
tivity of the masses, as was the case with the millions who protested in many countries 
against the imminent war in Iraq on February 15, 2003, arguably the largest protest 
event in history. The forms of protest, too, include a broad range of activities, for example 
writing a petition, participating in a collection of signatures, attending a march or a gath
ering, blocking traffic, destroying property, injuring or even killing people.

As long as protest occurs in public, it should be conceptualized as a triangular communi
cation process rather than a bipolar struggle. Besides the actors who protest and those 
who are targeted, third parties come into play, be they mediators or control agencies, be 
they physically present bystanders or the general public, which learns about the protest 
activity only via mass media. The role of the audience of protest should not be underesti
mated. Quite often, protest groups invest more energy in attracting the attention and 
probably even support of the audience than in trying to have a direct impact on their op
ponent. In some cases, the very act of protest would not occur without the assumed pres
ence of media.

In the following, different perspectives and theories on protest politics will be described 
briefly. The main section of this chapter presents empirical findings on the patterns of 
protest, its determinants, and effects. The main results will be summarized in a few con
cluding remarks.
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1 Perspectives and Theories on Protest Politics
Until the twentieth century, protest politics was widely seen as an irrational outburst of 
the “dangerous classes,” which threatened the public order. This view of the “madding 
crowd” (McPhail 1991) included the peasant revolts in the sixteenth and (p. 710) seven
teenth centuries as well as the workers' protests in the nineteenth and early twentieth 
centuries. The activities of machine breakers in Britain (Luddites) appeared to be an es
pecially clear‐cut example of the “blind fury” of the mob. Power‐holders and their sup
porters were not interested in understanding the motives of their challengers, but rather 
in ways of discrediting and oppressing these groups. The scholarly world echoed this 
prejudice of emotionalized protesters, even in some historical analyses of protest (Mous
nier 1968; Beloff 1938). It was probably most pronounced in the mass psychology that 
flourished in the late nineteenth and early twentieth centuries, as represented in the writ
ings of Gustave Le Bon, Gabriel Tarde, and others. In this view, “crowd behaviour” was 
the result of uncontrolled emotions that spread like a disease, resulting from or in the 
breakdown of “normal” situations. This breakdown perspective was applied in some ver
sions of collective behaviour theory that were especially prevalent in the USA until the 
mid‐1960s. However, other theoretical currents, ranging from Marxism to symbolic inter
actionism to structural functionalism to rational choice perspectives, took a more serious 
and better grounded view of protest politics.

During the 1960s, the naive and distorted view of protest politics as irrational behaviour 
was replaced by perspectives that considered protest politics as a fairly rational and in
strumental means to promote a political or social cause. Protest was seen as a “political 
resource” (Lipsky 1968) that, under certain conditions, proved to be quite effective (Gam
son 1990). This interpretation became dominant even in analyses of the ghetto riots in 
the USA (Solznick 1969). Theories of relative deprivation were especially helpful in un
derstanding the reasons for protest (Davies 1969; Gurr 1970). Relative deprivation con
vincingly explained why the objectively most deprived people were not necessarily those 
who protested the most.2

The strongest attack against the older view of irrational protest came from two strands, 
the resource mobilization approach and the rational choice theories. The former ap
proach (McCarthy and Zald 1977), generally focusing on groups rather than on individu
als, emerged within the broader framework of social movement studies (see Koopmans's 
chapter in this volume). It underlined the organized nature of protest and used analogies 
to economic behaviour, as indicated by the use of terms such as “social movement indus
try.” Researchers extended this approach by considering the cognitive aspects of protest 
mobilization and the political processes and context in which protest groups and social 
movements are embedded (Tilly 1978; McAdam 1982; Tarrow 1998). In contrast, rational 
choice theories focus on the individual who, in light of perceived costs and benefits, 
chooses to take part in or abstain from protest activities (Finkel et al. 1989; Muller 1986; 
Opp 1989; Chong 1991). In this context, values and attitudes held by individuals are seen 
as the most important predictors of protest participation. This rationalist turn in the inter
pretation of protest politics in the USA (p. 711) was partly a result of the experiences of a 
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new generation of scholars, who had been involved in, or at least sympathized with, “pro
gressive” movement activities.

In Europe, the early mass psychology did not fall on fertile ground. In light of the em
blematic case of the labour movement, the organized and instrumental nature of protest 
politics was all too obvious. At a later stage, the resource mobilization and political 
process theories coming from the USA could easily be adopted and combined with the 
new social movement theories (Klandermans 1991) that, unlike the US approaches and 
social psychology theories also represented in Europe (Klandermans 1984), focused on 
the “why” rather than on the “how” of participation in protest.

The dominance of rationalist and structuralist perspectives in the 1980s and 1990s was 
challenged by new approaches that were inspired by constructionist theories and cultur
alist approaches. While these approaches emphasized the role of identity building, 
protest culture, morality, and emotions in protest activity (Johnston and Klandermans 
1995; Jasper 1997; Goodwin and Jasper 1999), they did so without falling back on the 
prejudices of early mass psychology.

Today, the study of protest is no longer dominated by one single, encompassing theoreti
cal perspective. Rather, we find an array of specific approaches that highlight and ex
plore different aspects, such as: organizing and networking, motivating participants, 
identity building, framing of issues, strategy and tactics, agenda setting, and influencing 
policies. These approaches are anchored in different theoretical traditions and disci
plines. In addition, there are attempts to integrate various perspectives into a broader 
conceptual framework (Neidhardt and Rucht 1993). All in all, the study of the causes, pat
terns, and consequences of political protest has become more complex, more context ori
ented, and more sophisticated; that is, it has become a matter for specialists rather than 
for grand theorists working with universal schemes and seeking parsimonious explana
tions.

2 The Spread of Protest Politics: Empirical 
Findings

2.1 Methodologies

Along with the elaboration of theoretical and conceptual instruments, researchers have 
developed methodological tools for the empirical study of protest politics. On the one 
hand, methods inspired by ethnographic fieldwork have concentrated on analyses of the 
course and the details of a single act of collective protest. To this purpose, participant ob
servers were trained and posted to register the behavior and physical constellation of 
protesters, describing their clothes, slogans, banners, speeches, interactions, etc. In such 
a case, much energy is invested in getting an in‐depth view of just one or a few single 
protest incidents (McPhail and Miller 1973; McPhail and Wohlstein 1983).
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(p. 712)

On the other end of the methodological spectrum, protest event analysis covers a large 
number of protests in a potentially big territory over a considerable time span. Because 
researchers cannot be physically present in all these places, let alone witness protests 
that have occurred far back in history, they rely on existing sources such as police 
archives or newspaper reports to code certain features of protest such as location, size, 
theme, form, etc. (Rucht and Ohlemacher 1992; Kriesi et al. 1995; Fillieule 1996; Rucht, 
Koopmans, and Neidhardt 1999; Koopmans and Rucht 2002). Of course, the selectivity 
and biases of these sources has to be taken into account. As a recent extension to this 
method, claims analysis encompasses not only acts of protest but all demands and claims 
made by actors who publicly engage in a conflictive matter or in a broader policy domain 

(Koopmans and Statham 1999).

These methods allow researchers to identify the patterns of different aggregates of 
protest, for example regarding numbers of participants, claims and forms of protest 
across time, themes, and territory. Based on protest event analysis, for example, re
searchers have studied the protest activities of the so‐called “new social movements” in 
four European countries (Kriesi et al. 1995) and environmental movements in seven Euro
pean countries (Rootes 2003). Although these event analyses are instructive in many re
spects, they include only little and often superficial information about each single event.

A frequently used method for analysing protest is the case study that focuses on a single 
campaign, issue, or policy field. A case study can include a set of more specific methods 
such as content analysis of written documents, interviews, and participant observation. It 
goes beyond a single protest incident and allows for a better understanding of processes 
and interactions in a particular context. Yet this method has the disadvantage of not be
ing representative for a larger number of cases, let alone the universe of protests in a giv
en period and territory.

Another conventional and frequently applied method is to concentrate on individuals or 
groups rather than protests or campaigns as units of observation. Representative surveys 
can study the population's attitude toward protest groups and causes as well as the re
spondents' potential or actual participation in protest activities. This kind of research usu
ally relates protest activity to socio‐demographic, attitudinal, and other characteristics of 
the respondents to investigate the predictors for participation in different forms of 
protest (Barnes, Kaase, et al. 1979; Inglehart 1990; Jennings, van Deth, et al. 1990; Nor
ris 2002; Dalton 2002).

Occasionally, researchers also have interviewed protesters on the spot or in other set
tings as members of a particular organization, thereby getting a more detailed and con
textualized picture of who protests why and when. This method, for example, has been 
applied to study peace protesters in Britain in the 1960s (Parkin 1968) and more recently 
in other contexts (van Aelst and Walgrave 2001; Andretta et al. 2003; Agrikoliansky and 
Sommier 2005; Walgrave and Rucht forthcoming). In addition, individuals can be tapped 
as valuable sources of information on groups, organizations, and broader networks and 
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alliances. Materials produced by these groups also serve as important sources of informa
tion. Unlike in other research areas, however, experimental methods and focus groups 
rarely have been used in the context of protest politics and social movements (some of 
the prominent exceptions are Touraine 1978; Melucci 1984).

(p. 713)

In summary, a broad range of sources and methods are available to study different dimen
sions and aspects of protest. Although these methods can be, and in fact have been, 
adapted to the specific subject under study, none is exclusively reserved to protest poli
tics. The increasingly systematic use of these methods during the last few decades has 
generated a large body of empirical knowledge about protest politics, of which some of 
the results are presented below with regard to the specific spread of protest politics.

2.2 The Multidimensional Spread of Protest Politics

2.2.1 Frequency and mobilization capacity
Protest politics is by no means a relic of pre‐democratic or semi‐democratic societies. Ad
vanced western democracies, despite their broad set of institutionalized mechanisms to 
feed the interests of the citizenry into the decision‐making process, experience the fre
quent use of protest.

Although few longitudinal and reliable data on the aggregate of political protest are avail
able, there are indications that the frequency of political protest is increasing rather than 
decreasing. In Germany, for example, the number of political protests has grown consid
erably from the 1950s to the 1990s (Rucht 2003b). In France, the number of demonstra
tions has dramatically increased in the last few decades (Fillieule 1997; Tartakowsky 
2004). Researchers have coined terms such as “demonstration democracy” (Etzioni 
1970), “participatory revolution” (Kaase 1984), “movement society” (Neidhardt and Rucht 
1993; Meyer and Tarrow 1998), and “protest society” (Pross 1992) to designate this devel
opment. Etzioni noticed that “demonstrations are becoming a part of the daily routine of 
our democracy and its most distinctive mark” (1970, 1).

The likelihood of an increasing use of political protest is supported by a series of popula
tion surveys in several countries (Barnes et al. 1979; Jennings et al. 1990; Norris 2002; 
Dalton 2002, 2004). According to these surveys, the citizenry exhibits a growing readi
ness for, and actual participation in, various forms of protest. Protest, in other words, has 
become a “normal” part of politics (Fuchs 1991). Even its frequent use is not necessarily 
perceived as a sign of destabilization or crisis of the political order. Rather, the opposite 
seems to be true. According to the World Values Survey undertaken from 1999 to 2002, 
participation in different forms of protest tends to be significantly higher in the well‐es
tablished western and non‐western democracies than in the more recent democracies in 
both eastern/central Europe and in a number of less “developed” countries from the 
southern part of the globe (see Table 38.1). Only when it comes to participation in the 
most disruptive form of protest under investigation (occupying buildings or factories) do 
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the least developed countries exceed the advanced non‐European countries (though not 
the western European ones).

The gap in protest participation between western Europe (including southern and north
ern Europe) and eastern/central Europe is also confirmed by data from the European So
cial Surveys conducted in 2002 and 2004. Moreover, participation in four (p. 714) activi
ties during the last twelve months (“signing a petition,” “boycotting products,” “wearing 
or displaying campaign badges/stickers,” “taking part in a lawful public demonstration”) 
has increased in western Europe and, with the exception of boycotts, has also increased 
in eastern Europe from 2002 to 2004.



The Spread of Protest Politics

Page 8 of 20

Table 38.1 Participation in various forms of protest according to world regions (%)a

Region Signing a peti
tion

Attending law
ful demonstra
tions

Joining in boy
cotts

Joining unoffi
cial strikes

Occupying 
buildings or 
factories

West European 
countriesb

56.0 27.3 13.4 6.9 4.5

Advanced non‐ 
European coun
triesc

61.8 20.2 14.5 6.5 2.1

East/central Eu
ropean coun
triesd

29.3 15.0 4.9 3.4 1.1

Less developed 
“southern” 
countriese

16.3 12.7 8.0 5.2 3.5

 Source: World Values Survey 1999–2002. Respondents who, regarding the items listed, answered “have done.”

 Austria, Belgium, Denmark, Finland, France, Germany, Great Britain, Greece, Iceland, Ireland, Italy, Luxembourg, 
the Netherlands, Portugal, Spain, Sweden.

 Canada, Israel, Japan, Republic of Korea, USA.

a

b

c
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 Czech Republic, Estonia, Hungary, Poland, Slovakia, Slovenia, Russian Federation, Ukraine.

 Argentina, India, Indonesia, Mexico, Pakistan, Philippines, South Africa, Uganda.

d

e
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2.2.2 Issues and Claims
While social groups and ideological camps were broad but relatively few in number in the 
eighteenth and nineteenth centuries, today's advanced democracies rest on a highly dif
ferentiated social structure with a plethora of diverse groups, each living in specific con
ditions and therefore pursuing specific interests and political claims. Accordingly, the 
themes and issues around which protest is organized have grown enormously. Traditional 
cleavages (such as left vs. right, local vs. central, secular vs. religious) still exist, yet they 
have lost their significance relative to the multitude of other and new cleavages. Many 
problems and issues, such as genetic engineering, the depletion of the ozone layers, or 
the risks of nuclear power production, cannot be interpreted by means of the traditional 
cleavages. In addition, many problems affect only distinct social or professional groups 
whose demands can no longer be adopted and represented by broader generic groups 
(e.g. farmers, workers, shop owners). Rather, specific groups, such as retirees, nurses, 
cleaners, single mothers, lesbians, or lorry drivers, enter the stage as relatively homoge
neous protest actors.

(p. 715) 2.2.3 Social categories
Related to the growth of issues is the spread of protest into almost all social strata in es
tablished democracies. While protest was previously a domain primarily of underprivi
leged groups (though hardly the most deprived), today it is accessible to almost all kinds 
of social groups. We not only witness protests of workers in precarious jobs but also of 
dentists, policemen, and university professors. Because protest has diffused into many 
pockets of the populace and is increasingly seen as part of “normal politics,” even high‐
ranking political leaders may participate in protest activities. This was the case in Ger
many, when several ministers of the Bavarian government headed a street demonstration 
against the jurisdiction of the Supreme Court in November 1995 or when leading repre
sentatives of the German federal government participated in marches against right‐wing 
extremism and xenophobia in 1992 and 2000. By the same token, the kinds of organiza
tions calling for protest are becoming more variegated. Not only the usual suspects, such 
as leftist radicals, trade unions, or student associations but also more “traditional” associ
ations, for example nature conservation groups or Christian groups, become infected by 
the protest virus, although protest may not be part of their regular action repertoire. 
Across the board, representative surveys show a consistent link between the level of edu
cation and the propensity to engage in various protest activities. Regarding all four 
groups of countries included in Table 38.1, a clear‐cut pattern is visible: the higher the 
level of education, the higher the percentage of people who engage in protest. This “iron 
law” applies to all five items under scrutiny in the World Social Survey of 1999 to 2002 as 
well as to all four items of the European Social Survey in 2004.

2.2.4 Forms of Action
During the course of the twentieth century, the forms and channels of protest have also 
become more numerous and diversified. In pre‐modern societies, protest tended to be 
limited to either humble and modest claims of the subjects, usually expressed in petitions, 
letters to the king, etc., or, if these channels were blocked, the claimants resorted to re
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bellion. By contrast, modern democracies are marked by a steep increase of protests that 
range between the extremes of humble claims and violent outbursts.3 The great bulk of 
protest politics is restricted to moderate and legal forms of expressing dissent. In most 
countries, police have developed a routine to regulate these kinds of protests (della Porta 
and Reiter 1998). In Berlin, for example, 2,000 to 2,500 protests have taken place annual
ly in the last few years. Most frequently, we find collections of signatures, tabling, picket
ing, marches, gatherings, press releases, etc. With the increased availability of procedur
al complaints and litigation, these channels are also becoming more widely used. In some 
cases, tens of thousands or even (p. 716) hundreds of thousands of people have formally 
objected to techno‐industrial projects such as nuclear reactors, airports, dams, channels, 
pipelines, etc. In addition to these strictly legal protests, more disruptive though still non‐
violent forms of protest have also increased in significance. Blockades, squatting, occupa
tion of construction sites, and the politically motivated refusal to participate in a census 
or to pay certain taxes belong to this category. While some protest groups practise “direct 
action” for purely instrumental reasons, others do so strictly in the spirit of civil disobedi
ence that is bound to a number of non‐trivial conditions. Whatever the specific form and 
spirit of such activities, they are less frequent when compared to the legal protests, and 
they attract far fewer participants. Representative surveys show that the younger genera
tion exhibits a greater propensity to engage in more disruptive forms of protests when 
compared to older age cohorts. According to the data of the World Values Survey in 1999 
to 2002, this pattern is especially pronounced in western European countries. Whereas 
6.9 percent of the respondents in the age group up to 25 years reported having partici
pated in occupations of buildings or factories, 4.7 percent in the age group from 26 to 50 
and only 3.0 percent of those aged more than 50 years reported doing so. Disruptive ac
tion is also predominantly a male activity. In all four world regions listed in Table 38.1, 
the proportion of women engaged in occupying buildings or factories (ranging from 1.8 
percent in eastern/central Europe to 3.8 percent in western Europe) was lower than the 
proportion of men. By contrast, nearly as many women as men signed a petition in west
ern Europe and eastern/central Europe. In the group of advanced non‐European coun
tries, a significantly greater number of women compared to men reported having signed a 
petition.

2.2.5 Territory
Finally, and probably most remarkably during the last decades, protest politics has also 
spread in a territorial sense, i.e. across countries and continents. With modern means of 
communication, in particular television and video technology, protest activities occurring 
in a given place can literally be watched worldwide (Gitlin 1980). This applies, to mention 
just a few outstanding examples, to the demonstrations around the Democratic Conven
tion in Chicago in 1968, the student protests during the Olympic Games in Mexico City in 
1968, the Tiananmen square protests in Beijing in 1998, and the Orange Revolution in 
Ukraine in 2005. It comes as no surprise that certain ideas, claims, and protest tactics 
are rapidly diffused to other places (McAdam and Rucht 1993). Relatively cheap and fast 
means of travelling, together with the use of the internet, facilitate such diffusion. These 
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means are are also instrumental in building networks of activists and organizing joint 
campaigns.

Immigration across countries and continents contributes to the territorial spread of 
protest. Immigrant groups in western democracies often raise problems (hunger, econom
ic exploitation, political repression, etc.) in their home countries, thereby broadening the 
range of issues and social carriers in their host society. For example, Algerian immigrants 
protested in Paris in 1961 against the French colonial regime in their home country (a 
protest event during which more than a hundred largely peaceful (p. 717) participants 
were killed by police); political refugees coming from Chile to Europe blamed the 
Pinochet government for torture and massacres after the coup d'état in 1973; Kurds in 
Germany blocked a highway to draw attention to repression in eastern Turkey throughout 
the 1990s. In many of these cases, the immigrant groups were supported by domestic ad
vocacy groups. More generally, prominent groups such as Amnesty International and Hu
man Rights Watch help to raise awareness about usually geographically distant but se
vere violations of human and civil rights.

During the last few years, cross‐border networking and protesting has been boosted in 
the context of what the media have labelled “anti‐globalization groups” and which the ac
tivists refer to as “global justice movements.” While the origins of these movements can 
be traced at least as far back as the third world groups of the 1960s, they have been per
ceived as a new phenomenon, especially since the Zapatista uprising in 1996 and the 
protest campaign against the meeting of the World Trade Organization in Seattle in 1999 

(Lichbach and Almeida 2001). Since then, a number of “counter summits” and other mass 
protests (Pianta 2001) have contributed to the image of a stunning worldwide protest 
movement—a “movement of movements” whose smallest common denominator is the 
struggle against the globalizing neoliberalism and its proponents, be they multinational 
corporations or international governmental institutions like the WTO, the World Bank, 
and the International Monetary Fund (Rucht 2003a; della Porta and Tarrow 2005; Tarrow 
2005). The Global Justice Movements not only reactively mobilize against these targets on 
the occasion of official summits, they have also begun to establish a more permanent in
frastructure by forming broad alliances (e.g. Attac, Peoples' Global Action), creating mul
ti‐issue communication networks (such as Indymedia), and engaging in the Social Forum 
process. The latter gained momentum with the first World Social Forum in Brazil in 2001 
as a direct response to the well‐established and elitist World Economic Forum which 
takes place in the Swiss mountain resort of Davos on an annual basis. Within only a few 
years, the World Social Forum has become an activity in its own right, with masses of par
ticipants from all continents. The forum idea has also spread to the continental level (for 
example, with four European Social Forums to date in Florence, Paris, London, and 
Athens, respectively). Finally, national and local forums were set up in a considerable 
number of countries. In Europe, the forum idea is probably strongest in Italy, with some 
150 loosely coordinated local groups and a capacity to mobilize, in cooperation with a 
plethora of many other leftist groups, hundreds of thousands of people in street protest. 
With their generic aim to abolish neoliberalism or, from the perspective of left‐radical 
groups, capitalism and neo‐imperialism, these groups have set a goal that is extremely 
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difficult to reach. However, when it comes to raising consciousness regarding the nega
tive side effects of economic globalization, they have made considerable progress in the 
last few years. Moreover, partly with the support of some national governments, they 
were able to reach more limited goals such as thwarting the Multilateral Agreement on 
Investment in 1997, banning anti‐personnel landmines by the late 1990s, and reaching a 
partial debt relief for the poorest countries of the globe in the early 2000s.

(p. 718) 2.3 Determinants and Effects of Protest

Numerous empirical studies have disproved the common assumption that the greater the 
grievances, the more likely people will engage in social or political protest. Only when ad
ditional factors come into play do grievances result in actual protest. Different theoretical 
schools have emphasized different sets of factors such as: the perception and interpreta
tion of grievances and their causes, the expected impact of protest, the resource base, 
the structural commonalities of the protesters and their organizational embeddedness 
and the context structure including political, economic, cultural, and discursive opportu
nities and restrictions on protest. The relevance of these sets of factors has been demon
strated by the use of different data, most using representative population surveys, sur
veys of participants in actual protest events, and protest event and claims‐making data 
derived from newspaper reports or police archives. The latter were particularly useful in 
demonstrating the role of context factors, such as access to the decision‐making system, 
the availability of allies, and state capacity (Kriesi et al. 1995). The role of different con
text structures is particularly striking when comparing the Spanish Basque country with 
other regions in Spain. Based on police data, Casquete has calculated that the “demon
stration density rate,” measured as the number of demonstrations per thousand inhabi
tants, is “roughly 18.3 times higher in the Basque country” than in the rest of Spain in the 
five‐year period from 1996 to 2000 (Casquete 2003, 17). This difference, to a large ex
tent, has to be explained by political and cultural structures.

Survey research, on the other hand, was useful in highlighting the role of socio‐demo
graphic characteristics, attitudes, values, and cost‐benefit calculus. More recently, sur
veys have also been used to test the relevance of different factors on participation in 
protest, including not only socio‐demographics but also economic, political, and cultural 
factors. Using the World Values Survey in 1990/1991, Roller and Weßels (1996) showed 
that the organizational context, measured as an individual's embeddedness in organiza
tions, contributes more to the explanation of legal protest than to that of illegal protest. 
Regarding the wider context of political protest, their analysis suggests that the more 
modern a society (measured by a set of socioeconomic factors and political factors), the 
higher the extent of protest participation. Dalton and van Sickle, drawing on the World 
Values Survey undertaken from 1999 to 2002, tested the relative impact of resource, 
structural, and cultural bases of protest (for their dependent variable, see the items listed 
in Table 38.1). The authors come to a straightforward conclusion: “In summary, protest is 
facilitated by a syndrome of factors found in advanced industrial democracies: affluence, 
open and effective political institutions, and post‐materialist (self‐expressive) values. Each 
of these variables shows a strong bivariate relationship to protest, and they continue to 
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display independent influence on our multivariate models” (Dalton and van Sickle 2005, 
16).

Though being of tremendous scholarly and political interest, the study of the impact of 
protest still suffers from a lack of systematic comparative data (Giugni 1998; Kolb 2006). 
Relative to the abundance of literature dealing in some way with the effects of protest, 
few robust findings are available. In part, this is due to conceptual difficulties in identify
ing and measuring the multitude of independent, intervening, and dependent (p. 719) fac
tors that come into play. Some effects of protest may materialize only after a considerable 
time span or in interaction with factors other than protest. Even the complete failure of a 
given protest may contribute to the success of another protest, provided that the actors 
have learned their lesson—a fact that may escape scholarly attention. Another problem 
stems from the fact that protesters sometimes modify their goals during the course of a 
campaign, making the reference point for success and failure arbitrary.

It is safe to say that the size and forms of protest are at best indirectly linked to the out
comes. On the one hand, some protests, even including large and intense ones, do not 
seem to produce concrete results. On the other hand, even small protests may occasional
ly result in a substantial political change. Disruptive protest can trigger considerable con
cessions by the authorities or strengthen the moderate protesters by a so‐called “radical 
flank effect” (Haines 1988). Yet in other circumstances, it may also create a deep split 
among the protesters' ranks, turn away people who otherwise would sympathize with the 
cause of protest, or legitimize severe repression by the authorities.

While protest often fails to achieve a complete or substantial policy success, quite often it 
at least has a limited impact in one of several dimensions of outcomes, such as influenc
ing public opinion, strengthening or weakening protest organizations, (de‐) legitimating 
the opponents, modifying voting behaviour, affecting the rules of the game, etc. Whether 
or not protest matters depends much on the circumstances, among them the media reso
nance of the protest, the credibility of the protesters, the strength of the opponents, the 
cultural resonance of the protesters' frames, and precipitating incidents. In a few excep
tional moments, protest is able to “make history,” as the peaceful revolutions in eastern 
Europe in the late 1980s demonstrated. In other situations, protest unintentionally pro
vokes strong counter‐protest and therefore fails. In a historical perspective, it is evident 
that many achievements that we tend to take for granted are the outcome of numerous 
and sustained protest activities. This is true, for example, for the constitutional guarantee 
of elementary human, civic, and social rights. But it is also worth noting that such 
achievements are attacked by anti‐democratic and xenophobic groups, who use various 
forms of protest to promote their views.

3 Conclusion
During the last two centuries, and probably most clearly during the course of the last 
three decades, protest politics underwent significant changes. Broadly speaking, political 
protest appears to have increased in terms of the frequency of events and number of par
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ticipants, broadened and diversified regarding the range of issues, forms, and social car
riers, diffused spatially across countries and continents, and shifted to the transnational 
level. In all these respects, a remarkable spread of protest politics can be observed. Dur
ing these processes, protest has lost much of its former image as an (p. 720) “unconven
tional” and “disturbing” phenomenon. At least the moderate forms of procedural, appella
tive, and demonstrative protest are accepted, and occasionally practised, by large seg
ments of the population, though predominantly by the better‐educated social strata. To a 
much smaller extent, confrontational forms of protest (direct action, civil disobedience) 
have also increased. As for violent protest, no reliable cross‐national and longitudinal da
ta are available. The trends seem to vary considerably from country to country.

With the exception of violent activities, protest politics has not just normalized in the 
sense that we have become used to it, it has also gained legitimacy. Advocates of a partic
ipatory democracy consider protest as a necessary and healthy element of a “strong” 
democracy (Barber 1984). To the extent that conflict is acknowledged as a constitutive el
ement of the democratic game and the role of the citizen as the “democratic phoenix” 

(Norris 2002) is not limited to periodic voting, the citizens' pursuit of interest will contin
ue to include protest activities, both those that respect human rights and embrace democ
racy, but also those which disregard or even conflict with democratic values.
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Notes:

(1) The original meaning of the Latin term protestare was “to bear witness” and therefore 
did not necessarily imply the act of rejecting something or somebody.
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(2) This is also an important finding from survey analyses on protest. “In short, protest in 
advanced industrial democracies is not simply an outlet for the alienated and deprived; 
just the opposite often appears” (Dalton 2002, 67). While Dalton explains this finding ba
sically by use of the resource model (which indeed has an explanatory power), one should 
also acknowledge the fact that people first must feel some sort of deprivation before they 
seek to find ways of overcoming it.

(3) See the conceptual scheme representing different spectres of “unconventional behav
iour” as presented by Marsh (1997, 42) and refined by Dalton (2002, 61). Dalton distin
guishes between partially overlapping zones of “orthodox” and “unorthodox” political be
havior. The latter category includes direct action, illegal action and violence, again par
tially overlapping each other. At the end opposite to violence, the authors locate conven
tional politics, such as voting, lobbying, formal interest groups, etc.

Dieter Rucht

Dieter Rucht is Professor of Sociology and Co‐director of the research group “Civil 
Society, Citizenship and Political Mobilization in Europe” at the Social Science Re
search Center, Berlin.



New Feminist Challenges to the Study of Political Engagement

Page 1 of 22

Print Publication Date:  Aug 2007
Subject:  Political Science, Political Behavior, Comparative Politics
Online Publication Date:  Sep 2009 DOI:  10.1093/oxfordhb/9780199270125.003.0039

New Feminist Challenges to the Study of Political En
gagement 
Pippa Norris
The Oxford Handbook of Political Behavior
Edited by Russell J. Dalton and Hans‐Dieter Klingemann

 

Abstract and Keywords

This article examines some of the key research questions and the recent theoretical ad
vances that seek to explain the activism gap. It focuses on the feminist challenges to the 
conventional study of political behaviour. The article is divided into five main sections. 
The first and second sections look at the reasons for scholarship growth on gender stud
ies in recent decades and at the documentation of the extent of a contemporary ‘activism 
gap’ among men and women as citizens and politicians. The distinguishing features and 
theoretical assumptions of rival frameworks that aim to explain the activism gap are stud
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discusses a summary of alternative demand-side perspectives on the root causes of 
women and men's political activism.

Keywords: activism gap, feminist challenges, gender studies, theoretical assumptions, cultural attitudes and re
sources, supply-side explanations, demand-side perspectives, political activism

AS we enter the twenty‐first century, why are so few women leaders found in the corri
dors of power in legislative, executive, and judicial office, even in many long‐standing 
democracies? And why are women usually under‐represented as activists within party or
ganization, unions, interest groups, and community associations? The phenomenon of the 
“activism gap” among women and men has been well documented at mass and elite levels 
in numerous studies, both within the United States and in many other countries. Given 
the immense changes in men and women's lifestyles during recent decades—in educa
tion, the workforce, and the family—the continuance of the familiar activism gap is an im
portant and intriguing puzzle. This chapter considers some of the key research questions 
and the recent theoretical advances seeking to explain the activism gap, focusing upon 
feminist challenges to the conventional study of political behavior.
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To explore these issues, section 1 of this chapter considers some of the reasons—political, 
intellectual, and organizational—for the growth of scholarship on gender studies in re
cent decades. section 2 documents the extent of the contemporary “activism gap” among 
women and men as citizens and politicians reported in numerous (p. 725) studies. section 
3 discusses the distinguishing features and theoretical assumptions of the rival frame
works seeking to explain the activism gap. section 4 highlights selected studies concern
ing the role of cultural attitudes and resources to illustrate supply‐side explanations. sec
tion 5 summarizes alternative demand‐side perspectives on the root causes of women and 
men's political activism, emphasizing the role of mobilizing organizations and gendered 
institutions. The conclusion reflects on the implications of these contrasting perspectives 
for our knowledge of gender politics and the broader challenges of feminist theories for 
political behavior in general.

1 The Growth of the Subfield
Earlier reviews of the literature have traced the emergence of the study of women and 
politics and mapped out the main contours of the burgeoning literature. Scholars have re
flected upon the growing body of work on feminism and political theory, gender gaps in 
partisanship and public opinion, gender and international conflict, women in comparative 
politics, and the impact of public policy on issues of sex and gender (see, for example, 
Sapiro 1991; Carroll and Zerilli 1993; Sigel 1996; Staudt and Weaver 1997; Lovenduski 
1998; Ritter and Mellow 2000; Burns 2002; Carroll 2003). This chapter builds upon these 
insights and focuses on what is known about the activism gap between women and men 
in the field of political behavior.

To clarify the core concepts in the literature, following the now conventional distinction, 
“sex” is understood here as the biological or physical differences that distinguish male 
and female, for example in muscle strength, reproductive capacities, or levels of testos
terone. Sex is conceptualized as an individual attribute or demographic characteristic. 
“Gender” refers to the socially constructed meanings associated with being a woman or a 
man. Both sex and gender can be regarded as continuums (for example, some women are 
physically strong, some men are relatively weak) but sex is almost always measured at 
the most basic and simplest level as a dichotomy. Sex and gender may have direct effects 
on political behavior, or they may have an indirect impact by interacting with cross‐cut
ting cleavages, for example where women and men differ in their lifestyles and experi
ences through their care of dependants, dependence on state benefits, or patterns of oc
cupational segregation, as well as by interacting with cleavages of ethnicity and class.

Research draws attention to the way that sex and gender may influence many dimensions 
of political behavior, including through: (i) shaping political attitudes, beliefs, opinions, 
and policy preferences; (ii) influencing political activism through electoral‐oriented chan
nels typified by voting, parties, and campaigns, as well as through civic arenas such as in
terest groups, the mass media, voluntary associations, and community organizations; (iii) 
determining patterns of voting choices and partisan attachments; (iv) affecting group 
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identification and mobilization through new social movements and (p. 726) organizations 
concerned with feminism, masculinity, and sexual choice; (v) influencing the public policy 
agenda on issues such as gay and lesbian rights, abortion, childcare, same‐sex marriage, 
welfare reform, gender quotas in politics, pay equity, sex discrimination, sexual harass
ment, and equal opportunities in the workplace; and lastly, at elite levels, (vi) shaping 
women and men's routes into elected office, political representation in legislatures, and 
the role of women as leaders and heads of state.

Questions about the significance of sex and gender in politics hardly raise “new” debates; 
indeed these are some of central issues that have long motivated the study of political be
havior ever since sex was monitored as a standard face‐sheet variable in surveys. Herbert 
Tingsten's pioneering book on Political Behavior (1937) provided the earliest empirical 
work, documenting systematic differences in men and women's political preferences and 
voting turnout. This was followed by Maurice Duverger's seminal The Political Role of 
Women (1955), comparing women as voters and in elected office in western Europe. Just 
as studies have long focused upon the classic cleavages of class, religion, and race/ethnic
ity, so also for the last half‐century, at least sotto voce, sex and gender have provided one 
of the enduring foundations for political sociology and political psychology. But when sur
vey research started in the post‐war decade other social cleavages such as class, religion, 
and race/ethnicity were widely regarded as primary.

Berelson, Lazarsfeld, and McPhee's path‐breaking Voting (1954) illustrates some of the 
earliest survey analysis in political sociology. They examined the role of social groups in 
determining party support in the 1948 presidential election in Elmira, New York. Social 
class, age/generation, and Protestant or Catholic religious identities were regarded as the 
main social influences on Democratic and Republican support. The role of sex was ac
knowledged, as women were less politicized than men. Women also derived weaker vot
ing cues from class identities, as well as being more Republican‐leaning in voting inten
tions. But sex differences were never treated systematically as a major part of their puz
zle of electoral behavior. Similar treatments can be found among other seminal studies 
which established the field of political sociology during the 1950s and 1960s (e.g. Lipset 
1960; Almond and Verba 1963). Subsequent feminist critiques have often noted that 
where sex was discussed in this early literature, the importance of any differences be
tween women and men were sometimes exaggerated and stereotyped, based on the limit
ed evidence and the modest size of any gender gaps, and differences between women and 
men were assumed to be relatively unproblematic (Bourque and Grossholtz 1974; Carroll 
1979; Goot and Reid 1984).

In subsequent decades, the issue of the impact of sex and gender on political behavior 
arose with renewed vigor on the contemporary research agenda. This was fueled by intel
lectual developments in feminist scholarship, rethinking predominant frameworks, meth
ods, and concepts, sweeping through the social sciences and humanities. Political sociolo
gy lagged behind developments in disciplines such as history, philosophy, and anthropolo
gy, but beginning in the early‐1970s the study of women and political behavior became 
established as a distinctive subfield within the American profession of political science. 
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This development was fuelled by ground‐breaking work on women's behavior as voters, 
activists, and elected representatives published by a handful of scholars (Amundsen 1971;
Kirkpatrick 1974; Diamond 1977; Githens and Prestage 1977; Baxter and Lansing 1983). 
The study of gender politics gradually emerged as a distinct subfield in political science 
in many other countries as well, as demonstrated by strong international networks and 
popular research sections in the main national and regional political science organiza
tions, such as IPSA and the ECPR. The Women and Politics research section of APSA was 
founded in 1986; almost two decades later it has more than 600 political scientists as 
members, ranking 11th out of 34 sections. Participation by women scholars as paper‐
givers at APSA's annual meeting has surged; the proportion of women quadrupled from 
only 43 (8%) in 1971 to a peak of 1053 (36%) in 2003 (Gruberg 2005). The major shift oc
curred from 1971 to 1991, followed by a slower and more modest rise.

This expansion is also demonstrated by the burgeoning range of books, monographs, and 
conference papers on women and politics, as well as on men, masculinity, and the politics 
of sexual choice. University courses on women and politics now exist in about three‐quar
ters of all US political science departments (Brandes et al. 2001). The rapid increase in 
the number of women students and academics in political science has transformed the 
profession; in the US, women are now almost one‐half of all undergraduates in political 
science, one‐quarter of all faculty, and almost one‐third (29% or 3,491) of APSA's official 
membership (Brandes et al. 2001). Not all women in the profession study gender politics, 
by any means; nevertheless patterns of recruitment have indirectly encouraged the intel
lectual expansion of the subfield. A comparable surge has occurred among female gradu
ates in political science, suggesting that this trend will continue as doctoral students 
gradually percolate through the profession (Brandes et al. 2001). In other countries, 
women are often a smaller proportion of political scientists, but evidence suggests that 
their numbers have grown over the years. In Britain, for example, the proportion of 
women faculty in political science rose from 10 percent in 1978 to 24 percent in 2002 

(Bennie 2002). At the same time, the study of women and politics continues to face some 
important hurdles in achieving full recognition; for example, the major scholarly journals 
in political science, such as the APSR, continue to include few papers reflecting feminist 
epistemology and theory (Kelly and Fisher 1993; Kelly, Williams, and Fisher 1994; Math
ews and Andersen 2001), and some scholars have detected recent signs of a possible 
backlash against women within the profession. The subfield of women and politics, and 
gender studies, has therefore made important strides over the years, expanding in scope 
and sophistication, but some of the core issues which first stimulated work continue to re
main on the research agenda.

2 The Puzzle of the Activism Gap
The core puzzle in the literature focuses on the “activism gap” among women and men, a 
phenomenon found at mass and elite level. The key question is why this gap persists de
spite the transformation of women's lives in post‐industrial societies (p. 728) during the 
late twentieth century. Women have now flooded into universities and the paid workforce 
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in record numbers, they have made striking advances in the professions and manage
ment, and there is substantial evidence that social attitudes favoring gender equality 
have become widespread in affluent societies (Inglehart and Norris 2003). Yet develop
ments in politics, particularly at the apex of power, seem to lag behind these trends.

The earliest studies of political behavior in western Europe and North America, conduct
ed during the 1920s and 1930s shortly after the female franchise was granted in many 
countries, commonly observed that men were more likely to vote than women (Merriam 
1924; Gosnell 1930; Tingsten 1937; Durant 1949). For Lipset (1960), sex was one of the 
standard variables to explain mass levels of electoral turnout and conventional forms of 
political participation, alongside the most powerful predictors of age, class, and educa
tion. During the 1960s and early 1970s, Verba, Nie, and Kim (1978) compared voting 
turnout, party membership, contact activity, and community organizing, all “convention
al” forms of political participation, in seven nations. The study concluded: “In all societies 
for which we have data, sex is related to political activity; men are more active than 
women.” The activism gap persisted, even after controlling for differences between 
women and men in their education, trade union membership, and psychological involve
ment in politics. During the early 1970s, Barnes, Kaase et al. (1979) expanded the scope 
of activity in their study of “protest politics”, comparing eight post‐industrial nations. 
They established that women were usually less engaged in demonstrations, occupations, 
and illegal strikes.

In post‐industrial societies, given the substantial changes in men and women's lifestyles, 
educational opportunities, and workplace participation, there are many reasons why the 
gender gap in activism may have diminished, or possibly even reversed. This pattern 
seems to have occurred in countries where women now regularly cast ballots in signifi
cantly higher proportions than men (Christy 1987; Norris 2001). In the United States, in 
every presidential election since 1980, the proportion of eligible female adults who voted 
has exceeded the proportion of eligible male adults who voted (Conway, Steuernagel, and 
Ahern 1997). Burns, Schlozman, and Verba (2001) found that the gender gap in voting 
turnout had closed by the mid‐1990s, but American women are still less engaged than 
men in election‐oriented arenas, such as in attending public meetings, campaign contri
butions, affiliation with political organizations, and contacting public officials, as well as 
involvement in other dimensions of civic life, including attending meetings or organizing 
to solve community problems. Nor was this pattern confined to the United States. For 
comparison, in Britain, Pattie, Seyd, and Whiteley (2004) reported that gender was not 
significantly related to the total number of political actions. Women, however, were slight
ly more engaged than men in individual acts (such as boycotting a product) although at 
the same time they were marginally less involved in collective acts (such as party mem
bership). Gender differences were also evident in cultural attitudes, with women proving 
less politically knowledgeable, interested, and engaged in political discussions.

(p. 729)
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In a broader comparison based on eighty nations contained in the World Values Survey, 
Inglehart and Norris (2003) established that women remain less engaged than men in 
many common modes of political life. The gender gap in participation is usually modest in 
size, but also consistent; men continue to predominate in traditional forms of activism, as 
members in voluntary organizations, community associations, and new social movements, 
and in the common forms of protest politics. Nevertheless the size of gender differences 
was greater in poorer developing societies rather than in post‐industrial nations so that in 
the longer term, due to processes of societal development, the activism gap may gradual
ly diminish. Moreover, in post‐industrial societies, the activism gap was smallest among 
the youngest cohort, which is another important indicator of long‐term generational 
change (Inglehart and Norris 2003). There have also been studies of the role of women as 
actors in democratic transitions in Latin America and post‐communist Europe, where pre‐
existing networks are found to play an important role in whether women are mobilized 

(Baldez 2003). In these regions, there has also been considerable research on the use of 
quotas for elected office, which were commonplace but subsequently reduced or aban
doned in post‐communist Europe, whilst simultaneously experiencing a substantial re
vival of usage in Latin America (Dahlerup 2005).

Some have theorized that women may be under‐represented in the conventional electoral 
arenas but they may, instead, predominate elsewhere as the grassroots volunteer workers 
engaged in community and social organizations. Yet, organizational membership also re
mains segmented by gender in the United States, as well as in most nations (Inglehart 
and Norris 2003; Norris and Inglehart 2005). The greatest contrast is less in the total 
number of clubs, groups, and organizations that men and women join, but rather in the 
horizontal divisions within associational life. Today in many countries certain types of or
ganizations remain disproportionately male, including political parties, sports clubs, the 
peace movement, professional groups, labor unions, and community associations. By con
trast, women still predominate in associations related to traditional female roles, includ
ing education and the arts, religious and church organizations, providing social welfare 
services for the elderly or handicapped, as well as women's groups. This matters if hori
zontal segmentation into same sex‐related bonding groups has positive functions for 
members, and yet may generate negative externalities (reinforcing gender divisions) for 
society as a whole. In a perfectly sex‐segmented society, the problem is not that women 
are not bowling, but rather that they are bowling in women's leagues.

At elite level, at the apex of power, there is an even larger gap in the proportion of women 
who become candidates, elected officials, and leaders, with women constituting about 15 
percent of parliamentarians worldwide (Inter‐Parliamentary Union 1997, 2000). Despite 
the lack of substantial progress worldwide, women politicians have moved ahead far fur
ther and faster in some places more than in others. It is well known that women parlia
mentarians do best in the Nordic nations, where they are on average 39 percent of MPs 
in the lower house. The proportion of women members of parliament elsewhere is lower, 
including in the Americas (16%), Asia (14%), Europe excluding the Nordic states (14%), 
sub‐Saharan Africa (12%), and the Pacific (p. 730) (12%). The worst record for women's 
representation is the Arab region, where women are less than 5 percent of elected repre
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sentatives, and they continue to be barred by law from standing for parliament in Kuwait, 
Quatar, Saudi Arabia, Oman, and the United Arab Emirates. Therefore despite many offi
cial declarations of intent made by governments, NGOs, and international agencies 
pledged to establish conditions of gender equality in the public sphere, in practice major 
barriers continue to restrict women's advancement in public life.

To summarize what is known, the general consensus in the literature suggests that many 
decades after achieving full citizenship, women in post‐industrial societies now partici
pate equally at the ballot box, or even cast slightly more votes than men. Yet women still 
lag behind men slightly as activists in other types of campaign and party politics, as well 
as in voluntary associations and community organizations. Gender gaps remain most 
marked at the apex of power, in legislatures, cabinets, and as heads of state (Reynolds 
1999).

3 Rival Intellectual Themes and Explanatory 
Frameworks
What best explains this continuing activism gap? The main explanations in the literature 
can be categorized into the supply‐side and demand‐side approaches, namely:

Supply‐side factors:

• Resource‐based explanations emphasizing the social characteristics that facilitate po
litical engagement, notably education, work status, occupation, time, and income, with 
education, in particular, closely associated with the acquisition of political information 
and civic skills;

• Cultural accounts focusing upon the motivational attitudes that bring people into 
public affairs, exemplified by a sense of political efficacy, interest, ambition, social 
trust, institutional confidence, knowledge, group identities, partisan affiliation, and 
civic duty;

Demand‐side factors:

• Agency explanations prioritizing the role of mobilizing organizations which draw peo
ple into public life, such as churches, parties, community groups, and unions, as well 
as the impact of the news media and informal social networks; and lastly,

• Institutional explanations suggesting that political institutions matter, including the 
formal and informal rules, legal regulations, social conventions, standard procedures, 
and political processes which structure opportunities for activism.

Earlier decades were dominated by social psychological theories stressing the role of sex‐role 
socialization. This process presumably shaped both the acquisition of (p. 731) cultural attitudes, 
such as a sense of political efficacy and interest, and the possession of certain resources, such as 
educational qualifications and professional occupations. The democratic norm was the active cit
izen and the key research question became why many women (and indeed many men) failed to 
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live up to this ideal. In recent decades, this approach has come under increasing challenge from 
theories emphasizing that citizens become active when mobilized by political agencies and with
in a context of opportunities regulated by institutional rules, practices, and conventions. As 

Rosenstone and Hansen (1993) theorize, understanding patterns of political activism requires us 
to pay attention both to the characteristics of individual citizens (the supply‐side “push”) but al
so the particular social and political context within which they operate (the demand‐side “pull”). 
Supply‐side accounts suggest that, in a democracy, there is something about women which 
makes them decide not to undertake political acts. By contrast, demand‐side arguments suggest 
that there is something about political organizations and institutional practices which are gen
dered, thereby reinforcing the predominant status quo and limiting opportunities for women's 
activism.
Of course we should not assume that any single monocausal explanation lies at the heart 
of this phenomenon; instead research needs to carefully disentangle the relative impor
tance of each of these factors for comprehensive accounts of the gender gap in political 
activism. Researchers presently face the problem that it is far easier to study the individ
ual through the standard approaches of survey methodology, and hence to focus attention 
upon individual resources and attitudes, than it is to study the individual‐within‐context, 
and hence how gendered practices within organizations and institutions may systemati
cally mobilize men and silence women. The challenge lies in understanding the complex 
interaction between supply and demand, without assuming that one or the other can nec
essarily be regarded as “primary” in causal models. This sounds obvious, in many re
gards, yet this simple observation is often overlooked. The feminist challenge to the con
ventional intellectual framework remains a work in process and it is far from complete, 
with the older interpretation remaining the most pervasive in the literature. Nevertheless 
this shift in theoretical emphasis provides new insights valuable for interpreting both the 
underlying processes that drive gendered political participation at mass and elite levels, 
and the ways in which these could be altered.

Other reviews of the literature, notably Carroll and Zerilli (1993), identified two broad 
perspectives, mainstream and transformationalist, which they suggested divided the liter
ature. Mainstream scholars, they suggested, have focused upon comparing women and 
men as political actors, adopting the discipline's conventional epistemology (positivism, 
with scientific explanation and prediction as the goal), concepts (such as voting, parties, 
political attitudes, recruitment, and participation), and methods (quantitative, survey re
search). In contrast, more radical feminist approaches commonly challenge some of these 
assumptions by employing a post‐positivist epistemology (empirical, with interpretation 
as the goal), new concepts (largely drawn from the feminist movement and from untradi
tional theoretical frameworks and vocabularies), and innovative methodologies (often 
qualitative, (p. 732) in‐depth interviews, participant observation, post‐structural, and 
ethnographic). The transformational perspective emphasizes that women's politics have 
appeared in many so‐called non‐conventional political arenas outside of the electoral are
na, exemplified by voluntary associations, mutual aid societies, churches, battered 
women's shelters, and around policy areas such as sexual harassment and reproductive 
rights, as well as in more mainstream political institutions such as in legislatures and the 
courts (see also Staudt and Weaver 1997; Ritter and Mellow 2000).
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The distinction between “mainstream” and “transformational” research on political be
havior remains evident but these approaches have gradually shaded into each other dur
ing the last decade. Far from focusing exclusively on the core institutions of government 
or participation via electoral arenas, for example, “mainstream” behavioral studies have 
revived their interest in alternative forms and channels of activism, including the social 
networks and voluntary associations linked to theories of social capital. This was stimulat
ed by Robert Putnam's (2000) work and the study of new social movements, protests, 
demonstrations, and “contentious politics” (Tarrow 1994; Tilly 2004). This development 
generated a substantial outpouring of new research on interest groups, voluntary associa
tions, community organizations, social movements, and transnational policy networks, as 
well as forms of protest politics, demonstrations, petitioning, consumer politics, internet 
mobilizing, and collective action occurring outside of conventional electoral and party 
channels. The literature has widely recognized the important role of gender in these 
forms of activism; for example, Putnam's work on the causes of an erosion of social capi
tal in the United States considers the gradual entry of more women into the workplace, 
and the impact of dual responsibilities at home and work on time pressures, which may 
restrict their organizational and networking roles in traditional community associations. 
Burns, Schlozman, and Verba's (2001) analysis of women and men's political participa
tion, while based on standard survey methods, expanded the research well beyond the 
electoral arena, to consider participation in a diverse range of voluntary organizations 
which can be regarded as the “private roots of public action”, including churches, com
munity groups, charities, unions, fraternal groups, hobby clubs, neighborhood associa
tions, and so on. Comparative work has developed similar themes elsewhere (Norris 2002;
Inglehart and Norris 2003; Norris and Inglehart 2005). The extensive literature on the 
growth of new social movements and transnational advocacy networks also recognizes 
the modern women's movement as central to these developments (Zald and McCarthy 
1987).

Contemporary “mainstream” studies of political behavior have also gradually expanded 
the range of methodological tools used for studying behavior, venturing beyond the stan
dard cross‐sectional national sample survey exemplified by the American National Elec
tion Study. Political science now more commonly develops and blends multi‐method and 
multi‐level models drawing upon many alternative data sources, including cross‐national 
and panel surveys, qualitative focus groups and structured personal interviews, historical 
narratives, intensive case studies, quasi‐experimental studies, participant observation, 
aggregate data, content analysis, and event analysis. On balance, therefore, although dif
ferences continue between (p. 733) “mainstream” and “transformational” studies of politi
cal behavior, these approaches have experienced some merger in recent years. This does 
not imply that a consensus exists, even within the more quantitative behavioral tradition, 
about the most appropriate theoretical framework, methodology, or research designs 
used to explain patterns of gendered political behavior at mass and elite levels. The con
trasts between these rival frameworks can be illustrated by comparing some of the litera
ture in more depth.
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4 Supply‐side Factors: Cultural Attitudes and 
Civic Resources
The predominant framework in the early literature of the 1960s and 1970s was based up
on social psychological theories of socialization emphasizing the role of cultural attitudes 
and social resources as “supply‐side” factors when mobilizing men and women into politi
cal life. The emphasis on the social and cultural construction of gender served a useful 
function in this literature by debunking previous biologically determinist accounts of sex 
differences, although its assumptions ultimately proved equally conservative. Political so
cialization is understood as the process whereby people learn what is expected of them in 
a political system. Formative experiences early in childhood and adolescence presumably 
generate fixed and enduring attitudes towards appropriate social norms and behaviors 
associated with roles which persist into adult life. Socialization theory was developed in a 
series of publications, notably by Easton and Dennis (1969), Hess and Torney (1968), and 

Greenstein (1961). The central puzzle in this approach concerns how women and men 
come to acquire distinctive political attitudes, values, opinions, and resources during 
their formative years in childhood and adolescence.

The cultural attitudes and psychological orientations most closely associated with politi
cal participation are typically expressions of interest in public affairs, a sense of confi
dence in the ability to influence government and the policy process (internal political effi
cacy), levels of information, feelings of civic duty, and a sense of partisan identification. At 
elite level, political ambition is regarded as important for how far women and men seek to 
become candidates for elected office. In turn, gender differences in attitudes, values, be
liefs, and orientations are thought to lead in later life towards the activism gap at mass 
and elite levels (Clark and Clark 1986; Sapiro 1983).

Through shaping social norms about sex roles in the family, workplace, and public sphere, 
the socialization process also indirectly influences women and men's experiences, re
sources, and lifestyles. This process leads to inequalities in civic assets such as skills, 
knowledge, experience, time, and money. Possession of these assets makes some better 
placed than others to take advantage of the opportunities for participation (p. 734) (Verba, 
Schlozman, and Brady 1995). Resources are perhaps most obviously useful in fostering 
more demanding forms of activism, such as the value of social networks in campaign 
fund‐raising, the need for leisure time to volunteer in a community association, the assets 
of flexible careers for the pursuit of elected office, the advantages of communication 
skills to produce the local party newsletter, and the organizational abilities that help mo
bilize social movements.

The socialization paradigm became pervasive in the voting behavior studies of the 1960s 
and 1970s, and its core theoretical assumptions continue to resonate today (see, for ex
ample, Conway, Steuernagel, and Ahern 1997, 17–31). One implication concerns process
es of cultural change. If the socialization process stamps enduring orientations towards 
the most appropriate division of sex roles in early childhood and adolescence, then these 
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patterns of behavior should persist throughout a person's lifetime. Socialization theory is 
thus most appropriate for explaining patterns of cultural stability—as parental attitudes 
and values are passed on to their offspring—but it has problems in accounting for the dy
namics of change. Working within this tradition, however, Ronald Inglehart developed an 
influential theory of how cultural attitudes and values change; he suggests that substan
tial generational shifts in cultural values can and do occur, including important shifts in 
traditional attitudes towards gender equality in post‐industrial societies (Inglehart 1977, 
1990, 1997, chapter in this volume; Inglehart and Welzel 2005). For Inglehart, these value 
shifts reflect decisive events and the distinctive experiences of each cohort, including the 
gradual emergence in affluent societies of self‐expression values which emphasize gender 
equality. This theory emphasizes that value change occurs primarily at societal level, 
rather than among individuals during their lifetimes. The erosion of traditional attitudes 
towards a strict division of sex roles in the home, schools, and workplace is evident in the 
predominant cultural attitudes found in agrarian, industrial, and post‐industrial societies, 
among successive generational cohorts within each society, and among sectors such as 
the rich and poor, rather than between women and men within each society.

Therefore the primary explanatory framework for gender gaps in political activism focus
es on socialization processes and how this influences cultural attitudes towards appropri
ate sex roles in the public and private spheres, the acquisition of civic resources, and 
therefore common forms of participation. As Burns, Schlozman, and Verba (2001) 
summarize this pattern, women and men differ in their “stockpile of participatory fac
tors,” exemplified by their levels of educational attainment, experience in the workforce, 
income, and psychological predispositions, with women found to be less politically in
formed, less interested in politics, and less efficacious than men. Social psychological ex
planations are also advanced at elite level to explain why there are fewer women as can
didates for elected office, focusing upon the core concept of political “ambition.” Lawless 
and Fox (2005), for example, work within socialization theory to suggest that even among 
the pool of eligibles with considerable educational and occupational resources, women re
main less interested in running for elected office, due to the continuing impact of tradi
tional sex roles within the home and family.

(p. 735)

In short, supply‐side explanations remain the predominant approach in the contemporary 
literature today, particularly within the United States. In Europe, by contrast, a more 
structural comparative perspective often highlights and emphasizes the importance of 
formal institutions for generating significant variations in political behavior, including the 
activism gap (compare, for example, Lawless and Fox with Lovenduski 2005).
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5 Demand‐side Factors: Mobilizing Agencies 
and Gendered Institutions
In recent years, core assumptions made in the supply‐side approach have come under in
creasing challenge. Approaches emphasizing the broader context provide important addi
tional insights into the ways that citizens are pulled into political activism through social 
networks, organizational efforts, community events, and the structure of opportunities 
that are available for political expression and communications. Conventions and practices 
within parties, the media, or legislative bodies may appear gender neutral, but in practice 
they may reinforce certain ways of doing things and certain patterns of behavior that re
flect the dominant group and which thereby unintentionally deter women.

“Demand”‐side approaches emphasize the role of mobilizing agencies that draw people 
into politics (Rosenstone and Hanson 1993). The simplest claim is that civic organizations 
such as parties, churches, unions, and advocacy groups are not passive; instead they ac
tively drum up potential members and ask supporters to become engaged through joining 
local branches, attending meetings, donating funds, or holding leadership positions (Cas
sell 1999). Associational membership represents a direct form of political activism, and 
also an important indirect influence upon other forms of participation. Get‐out‐the‐vote 
drives, canvassing, advertising, and membership mail‐in campaigns are the most obvious 
examples of such mobilizing processes. Civic associations provide opportunities for sup
porters to become active through organizing demonstrations, write‐in campaigns to elect
ed officials, election campaigns, and recruiting people for elected office. The process of 
political communications, through the news media and through informal personal discus
sions with friends, neighbors, and colleagues, is also capable of activating and mobilizing 
citizens (Norris 2000). As Rosenstone and Hanson (1993) argue: “Citizens participate in 
elections and government both because they go to politics and because politics goes to 
them.” Piven and Cloward (2000) suggest that Democrats and Republicans have failed to 
mobilize the poorer and less educated sectors of the American electorate, as well as 
women and African‐American citizens. Voter turnout has also been depressed by restric
tive practices in ballot access, exemplified by limits on the voting rights of ex‐felons.

(p. 736)

If campaign mobilization drives are important, the key question becomes who is targeted 
and recruited into politics, and whether women constitute an important part of the mobi
lization efforts. Studies of participation face the challenge of how to examine this form of 
organizational activity with systematic evidence. Standard surveys allow us to monitor in
dividual‐level behaviour, including self‐reported attempts by organizations to contact po
tential supporters (for example, surveys ask whether citizens were contacted by a party 
or candidate during the campaign). But it is far more difficult to gain reliable insights into 
the strategic decisions that organizations make on who they target and how they try to 
persuade supporters to become active members. Case studies of the activities of specific 
associations, local election campaigns, groups, or parties provide some evidence, for ex
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ample gathering information from membership surveys, officer surveys, and/or partici
pant observation, but it is often difficult to generalize from such evidence across a wide 
range of different types of organizations.

Mobilizing activities are widely recognized as important, even if difficult to study using 
the standard approaches in political behavior. But feminists have gone further than this 
conventional approach. In a related demand side, institutional theories also emphasize 
the importance of the broader structural context on political participation, particularly 
the influence of agencies, formal rules, and informal practices. An institutional focus also 
helps to account more satisfactorily for some of the striking contrasts in women's partici
pation in politics found in different nations worldwide, even among countries within 
broadly similar cultural regions, such as the proportion of women elected to parliaments 
in western Europe. The key insight of this perspective suggests that the formal and infor
mal rules and practices of political life are rarely gender neutral; instead, they reflect and 
reinforce gendered patterns of power and hierarchical authority, which need to be explic
itly recognized and, for feminists, challenged and reformed (Acker 1989, 1992; Lovendus
ki 1998, 2005). In this regard, research on race and ethnicity has long used the concept 
of “institutionalized racism” to explain how certain systematic practices, rules, and rou
tines function to reinforce the disadvantage, exclusion, or marginalization of ethnic mi
norities, even though these practices are not directly related to racist attitudes or inten
tions to discriminate (Carmichael and Hamilton 1967; Miles 1989). A simple illustration 
concerns job specifications that require a certain minimal height to join the security 
forces, a practice which may disproportionately exclude members of certain minority 
groups who commonly fall below this physical stature. Standard requirements for certain 
tests of physical strength or endurance which are gender‐blind may also penalize women 
who wish to enter the military.

A more radical approach along similar lines has been developed by feminists who propose 
the idea of “gendered political institutions” to identify certain standard practices, operat
ing procedures, and formal rules that are often taken for granted within organizations but 
with consequences that unintentionally prevent women and men from playing an equally 
active role in public affairs (Acker 1989, 1992; Kenney 1996; Lovenduski 1998; Duerst‐
Lahti 2002; Hawkesworth 2003). Such rules and practices do not refer to gender per se, 
indeed there is no explicit intention to (p. 737) discriminate. Nevertheless the outcomes of 
these practices differ systematically for women and men. Feminist theorists emphasize 
that divisions in power and disadvantage associated with gender are generated and rein
forced by state institutions through laws, policies, rules, and conventional practices, as 
well as by granting women and men different rights, for example in education, occupa
tion, immigration, the welfare state, citizenship, and office‐holding. As such, it is not suffi
cient to ask how gender influences institutions, where gender is regarded as preceding 
institutions; instead one key question becomes how political and social institutions gener
ate and reinforce social constructions of gender. Simple illustrations include holding par
ty, union, or community group meetings in the evening, or failing to provide childcare fa
cilities at meetings, which might make participation more difficult for anyone with prima
ry care of dependants at home. Such practices may appear gender neutral, but in prac
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tice, given the usual patterns of family responsibilities, they affect women more than 
men. Along similar lines in recruitment practices, selectors may favor candidates with 
sufficient financial resources to fund their own campaigns, or those drawn from occupa
tions such as lawyers or business, and again in practice these sorts of requirements may 
disadvantage women more than men (Norris and Lovenduski 1993, 1995). Certain stan
dard conventions common in legislatures that appear gender neutral may also discourage 
women—such as evening or all‐night hours of sitting, the aggressive style of adversarial 
parliamentary debates, the allocation of committee assignments based on seniority, or low 
rates of incumbency turnover (Schwindt‐Bayer 2005).

Institutional practices may also shape attitudes as well as behavior. For example, studies 
usually show, in many surveys in many countries, that women continue to express less in
terest in politics, even in established democracies (Inglehart and Norris 2003). One expla
nation may concern the gendered characteristics, practices, and rules of political institu
tions. For example, Burns, Schlozman, and Verba (2001) found that women seeking or 
holding elected office in American politics have an impact upon the political engagement 
of women at the mass level, boosting women's political interest, knowledge of the candi
dates, and sense of political efficacy. They reason that more visible women in politics may 
act as role models sending signals to women citizens that politics is an arena open to 
them. Alternatively the presence of women in public office might suggest to women citi
zens that their interests will be reflected in the policy‐making process. Along similar 
lines, Norris, Lovenduski, and Campbell (2004) found that in districts with a female MP, 
women voters were more likely to turn out, to be interested in politics, to express willing
ness to work in the campaign, and to have a stronger sense of external efficacy about the 
benefits of government. There could well be reciprocal effects at work, but the evidence 
in the US and Britain suggests that the election of women may well encourage participa
tion by women as citizens.

In principle, of course, certain gendered institutional practices may also favor women, in 
female‐dominated institutions (such as the nursing profession). In practice, however, this 
is less common in politics since most implicit routines and practices usually preserve and 
reinforce the existing status quo within governing (p. 738) institutions. As Kenney (1996)
notes, the size of the predominant group matters for the conventions and practices within 
each institution. Attitudes regarded as individualistic in the socialization approach, for ex
ample if women appear to lack ambition for elected office, may instead reflect gendered 
relations and practices built into institutional structures, notably the paucity of women in 
leadership roles. Hawkesworth (2003) illustrates this process in a detailed study combin
ing in‐depth qualitative interviews with a case study of legislative practices in Congress 
to illustrate the marginalization of Congresswomen of color.

The understanding that institutional practices are rarely gender neutral also reflects 
growing recognition of the role of positive action strategies and institutional political re
forms as policy options designed to achieve greater equality for women's participation in 
appointed and elected office. The most common initiatives include the use of gender quo
tas within party candidate selection processes, a growing practice in many nations, 
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whether implemented by constitutional convention, by law, or by party rules (Bonder and 
Nari 1995; Jones 1996, 1998; Caul 2001; Htun and Jones 2002; Tinker 2004). Administra
tive electoral reforms may also mobilize mass‐level voting behavior, for example the use 
of all‐postal ballots may be particularly important for encouraging voting participation 
among the home‐bound, including women who are responsible for care of dependants or 
who are elderly. Parliamentary reforms to create more women‐friendly procedures, rules, 
and facilities are another part of this effort. The importance of the electoral system for 
women's representation is well established, notably the way that on average almost twice 
as many women are usually elected under proportional representation electoral systems 
than under majoritarian rules (Rule 1981, 1987; Rule and Zimmerman 1994; Norris 
2004).

Rather than regarding political attitudes as enduring individual‐level psychological pre
dispositions, the feminist challenge suggests that these should be understood as relative
ly malleable characteristics which are open to being altered, even relatively rapidly, 
through the process of structural reforms. In this view, for example, gender differences in 
political ambition for elected office, commonly reported in a series of studies, should be 
understood as reflecting female responses to a male‐dominated environment and gen
dered relations embodied in party, electoral, and legislative institutions. Understood in 
this way, a lack of ambition is less an individual quality acquired via sex‐role socialization 
than a rational assessment of the opportunities available to women, given the institution
al environment and practices.

6 Conclusions
The research agenda on gendered political behavior has focused on the activism gap usu
ally found in many countries in the most common types of political participation, includ
ing patterns of voting turnout, membership of political parties, and (p. 739) mobilization 
through interest groups and social movements. Although debate continues, a gender gap 
also exists in social capital, including activism within a range of voluntary associations, 
and in alternative types of protest politics. The most visible activism gap is in positions of 
political leadership, through elected and appointed office at local, state or national levels.

The supply and demand perspectives present alternative views about the most appropri
ate analytical and theoretical framework that can explain gender gaps in political partici
pation at mass and elite levels. The supply‐side perspective remains predominant in the 
conventional literature, reflecting the individualistic tradition of survey‐based political be
havioral methods. But there is growing evidence that the institutional practices which 
stimulate individuals to become active may well matter. In short, these accounts suggest 
that women participate less than men in political life either because they can not (they 
lack resources), because they will not (they are not interested), because nobody asked 
them (they lack political networks), or because gendered institutional practices limit their 
opportunities. These approaches differ in their emphasis on the primary motors driving 
human behavior, their expectations about the pace of change, and also their assumptions 
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about the ability of formal institutional rules to alter, rather than adapt to, deeply embed
ded and habitual social norms and cultural habits.

The tension between these approaches is far from unique to the study of women and poli
tics, instead it runs as a pervasive dividing line throughout political behavior. But feminist 
perspectives are particularly important for challenging the conventional interpretation of 
behavior and for demanding more innovative methodological approaches to understand 
how gendered institutional practices systematically discourage, silence, and mobilize 
some groups over others. New interpretive frameworks are developing which help to ex
plain patterns of political participation associated with gender, as well as related dispari
ties by ethnicity and class. The importance of these feminist challenges is to challenge 
the conventional methods and theories of political behavior, and indeed to suggest that 
richer and more compelling explanations are produced when the individualistic approach
es common in survey research are replaced by more comprehensive understandings of 
the complex patterns of individual‐behavior‐within‐context.
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Abstract and Keywords

This article discusses the new campaign modes, with most of the focus on election cam
paigns, since these have been more thoroughly studied than any other type of campaigns. 
It examines the recent trends in electioneering, and emphasis is drawn on how old and 
new democracies all over the world are adopting new modes of campaigning. A review of 
the available evidence on whether and under what conditions campaigns and new modes 
of electioneering are considered important for public opinion and the political choices of 
the citizens is also discussed.
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IN democracies, actors like politicians, parties, governments, interest groups, or social 
movements must be concerned about public opinion. Without its support, they cannot at
tain most of their goals. Campaigning can be seen as a rational reaction to this, a means 
of political actors to take their fate in their own hands. Instead of subjecting themselves 
passively to the ebb and flow of public sentiment, they seek to increase their own free
dom of action and prospects of success by waging political campaigns—planned, coordi
nated communication efforts that aim to shape public opinion in a favorable way. In re
cent decades political actors of all sorts have increasingly come to view political cam
paigning as no less crucial than policy‐making itself. Ever more efforts and resources are 
invested into public communication activities, so that campaigning is now seen by some 
observers as a core feature of the political process in contemporary democracies, having 
transformed them into “Public Relations Democracies” (Davis 2002).

Political campaigns are attempts by political actors to influence how citizens see the polit
ical world. Target audiences are provided with carefully selected, and usually biased, in
formation. Pictures of political reality are designed and communicated that campaigners 
wish to be adopted by citizens, and to become part of their “subjective political reality” 

(Swanson 1991). Campaigns may seek to initiate processes of learning on the part of citi
zens, to mobilize them into political action, to activate their latent political predisposi
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tions, to stimulate them to use certain pieces of information and not others when taking 
their decisions, and to persuade them to change (p. 745) their political attitudes and pref
erences. Which of these goals are prominent depends on a particular campaign's type and 
situational setting.

Election campaigns see parties and their candidates waging battles for votes and public 
office. Referendum campaigns, more numerous today as democracies open up new chan
nels for direct citizen participation in political decision making, see proponents and oppo
nents of the relevant issues attempting to steer votes in their preferred direction. Issue‐
based campaigns see government agencies, interest groups, or social movements at
tempting to have an issue or policy proposal placed high on the political agenda, and to 
have it favorably framed in public debate, while image campaigns are launched to paint 
the public perception of political actors, including even nation states' images in other 
countries, in a more favourable light. Public or private agencies' information campaigns 
seek to enhance citizens' understanding of certain problems or policies.

This chapter focuses mostly on election campaigns, as these—due to their core role in the 
political process of representative democracies—have been much more thoroughly stud
ied than any other type of campaigns. First, recent trends in electioneering are discussed, 
with particular emphasis on how old and new democracies across the world are adopting 
new modes of campaigning and are thus becoming “Americanized.” Subsequently, the 
available evidence is reviewed on whether and under what conditions campaigns, and 
particularly the new modes of electioneering, actually “matter” for public opinion and cit
izens' political choices.

1 The “American” Style of Electioneering
Campaigning has not only moved from the sidelines to centerstage of contemporary poli
tics; but campaigns are also conducted very differently from what they used to be. To de
scribe these changes, analysts have suggested a developmental logic, construing the cur
rent style of electioneering as the most recent of three stages (Farrell 1996). According to 
an influential conceptual framework suggested by Norris (2000), campaigning in many 
countries has, through an evolutionary process of gradual modernization, moved from a 
“pre‐modern” style over a “modern” style to a mode for which the term “postmodern” has 
gained wide acceptance (although this allusion to French social philosophy must be seen 
more as a metaphor than as an analytical concept). Originating in the nineteenth century 
with the extension of the franchise, “pre‐modern” campaigns were essentially decentral
ized local affairs, run at the grass roots by party activists on a short‐term and ad hoc ba
sis, with personal contacts and partisan newspapers being the main channels of cam
paign communcations. Their main purpose was to mobilize faithful supporters by activat
ing their partisan predispositions. “Modern” campaigning gradually emerged since the 
1950s. It was characterized by a growing importance of strategic thinking and central co
ordination (p. 746) by national party organizations, the emergence of national television 
news as the predominant channel of campaign communications, and the beginning influx 
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of technical expertise from outside the parties. Persuasion, rather than just mobilization 
and activation became increasingly important during this phase.

While all this continues to be relevant, the essence of contemporary “postmodern” cam
paigning is a general trend towards more fragmented, but also more extended, if not per
manent campaigns, that are to an even larger extent centrally controlled and profession
ally conducted. Especially in America, pundits claim we are moving toward an era of the 
perpetual campaign (Blumenthal 1982). Complementing this recent development, is a 
strategic move from “selling” ideologically predefined policies to “political marketing” 
that puts “customers” first, and seeks to offer them political “products” that fit their 
needs and wants. Concomitantly, the parties are shifting their principal orientation from 
an emphasis on ideological identity to “vote‐seeking” (Harmel and Janda 1994) and “chas
ing” instead of merely mobilizing voters (Rohrschneider 2002).

At the same time campaign practices seem to become more similar in democratic coun
tries worldwide. Different hypotheses have been put forward about the nature of this 
process of convergence. The notion of “Americanization” (Butler and Ranney 1992; 
Mancini and Swanson 1996; Negrine and Papathanassopoulos 1996) suggests that it is to 
be seen as a transnational unidirectional diffusion of modes of campaigning that were 
first developed in the United States, but are becoming—through export and wholesale 
adoption—the staple of electioneering more or less everywhere where democratic elec
tions are held (Plasser and Plasser 2002, 15–20; Sussman and Galizio 2003). To evaluate 
this claim it is helpful to examine more carefully how electioneering for higher political 
offices, especially the presidency, nowadays works in the United States.

American campaigns are entirely centered on candidates. Like ideal‐typical political en
trepreneurs, ambitious individuals decide whether, when, and how they want to run for 
public office. Successive waves of reform have turned the general public, as opposed to 
parties and their leaders, into the relevant selectorate to which aspiring candidates need 
to appeal for nomination. Because of the primary process and the nature of campaign 
funding, each candidate needs to create a personal campaign organization, often years 
before the election. At presidential races such organizations are very large and enor
mously complex. They include hundreds of citizen volunteers and party regulars, but the 
key positions are given to hired experts from the private sector. This professionalization of 
electioneering started in the 1960s. Since then, campaign consultancy has turned into big 
business, with hundreds of firms offering dozens of highly specialized services to cam
paign organizations at all levels of the political system. The key role of hired professionals 
in contemporary American campaigns, in particular the part played by pollsters, is seen 
by some as an indication of a “scientification” of campaigning (Swanson and Mancini 
1996), although in‐depth studies show that it is not so much academic expertise on which 
campaigns consultants draw, but rather some sort of political folk wisdom that emerges 
out of campaign practice itself and proves its worth through electoral success (Scammell 
1998).

(p. 747)
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In any case, this can be interpreted as a determined attempt to rationalize the conduct of 
campaigns, leaving as little as possible to chance, and seeking the most efficient means 
for achieving the ultimate goal of gaining votes. The rational approach to electioneering 
also incites “targeting” as the key strategy for approaching voters. Just like business op
erations, campaigns have become very conscious about the fact that resources are scarce 
and must be allocated wisely. Therefore, “shotgun” approaches to contact a large undif
ferentiated set of voters do not recommend themselves. Each campaign first “segments” 
the electorate with the help of social science research tools, and then defines for itself a 
sufficiently large “winning coalition” of voters whose members it then attempts to attract. 
Carefully tailored messages are conveyed through media with a high likelihood to reach 
exactly these voters. In addition, geographic targeting is considered essential, zeroing in 
on “battleground states” that may deliver the pivotal votes to win a race. Research also 
plays an important role in developing the messages that a campaign seeks to convey. 
Guided by the logic of political marketing, campaigns explore what prospective voters 
want, design their themes accordingly, and monitor constantly how their messages res
onate with voters (Newman 1999). The candidate is the central theme of a campaign com
munications that is highly personalized. How to design the candidate's public image is 
one of the key decisions in campaign strategy. Through “deliberate priming” (Medvic 
2000), concentrating on a small number of carefully selected topics and repeating these 
over and over again, campaigns aim to influence which considerations voters bring to 
bear when reasoning about whom to elect.

Naturally, evaluative messages are a core component of campaign communications. In 
that respect, recent American campaigns have displayed a marked tendency to “go nega
tive,” especially in television advertising (Ansolabehere and Iyengar 1997). More and 
more, candidates have come to resort on attacking their political opponents rather than 
on emphasizing their own positive sides, thereby creating the impression that contempo
rary campaigns are battles of determined mudslingers rather than debates about political 
issues and the best solutions for society's most pressing problems. Since the late 1980s 
the incidence of negativism in political advertising increased enormously. At the 2000 
presidential election, more than two‐thirds of all television ads were classified as nega
tive, with a clear increase from the primaries to the final phase of the campaign (Kaid and 
Johnston 2000; West 2005).

US campaigns are mainly conducted through the mass media. Paid television advertising
is the dominant channel for campaign communications, amounting to several times the 
quantity of news and current affairs programming in election periods. But campaign or
ganizations also consider the media's regular editorial content as extremely important. 
The campaigns seek to instrumentalize the news media for their own purposes by means 
of conventional press relations and sophisticated “news management.” This emphasis on 
“earned media” forces campaign organizations to adapt to the logic of politically au
tonomous, commercial media, that are guided by audience‐centered criteria of newswor
thiness. Due to an increasingly critical stance, if not outright hostility of American media 
towards politics and (p. 748) political elites, and decreasing attention that they pay to 
elections, campaigners increasingly have a hard time exploiting the “free media,” such as 
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feature stories that the media produce or other free media coverage (Patterson 2000). In 
their dealings with the mainstream media, candidates are thus operating in unfriendly 
territory, and find themselves often deprived of opportunities to “go public” through the 
news. Another challenge is the proliferation of special‐interest television channels 
brought about by the spread of cable, and the ensuing fragmentation of the audience. As 
a consequence, candidates are always eager to find means to circumvent the journalistic 
filters. One of them is talkshow campaigning which became fashionable in the 1990s. Re
cent years have also seen a proliferation of new channels for campaign communications, 
that combine the two advantages of being fully controlled by the campaigns, like advertis
ing, and at the same time particularly well suited for targeting specific subgroups. Fore
most among these is direct mail, but telephone campaigning, cable television, and the in
ternet are also convenient “narrowcasting” media. The twofold tendency towards more 
fragmented audiences, but also increased targeting is the core feature distinguishing 
“postmodern” campaigns from the previous stage (Norris 2000).

One of the last functioning resorts of “broadcast campaigning” are the televised debates
between challengers and incumbents—highly stylized, ritualized media events that still 
attract considerable audiences. Since the famous debate of 1960 that was widely believed 
to have helped John F. Kennedy to gain the presidency because of the un‐telegenic ap
pearance of his opponent, Vice‐President Richard Nixon, televised candidate “duels” have 
become a staple of electioneering not only in the United States but in all OECD countries 
(remarkably, with the single exception of Britain) as well as in many countries of the less 
developed regions of the world (Norris 2000, 153; Plasser and Plasser 2002, 188–91; 
Coleman 2000). The importance of these ultimate pseudo‐events is seen not only in the 
events themselves, and the impressions of the candidates that they give to their audi
ences, but similarly strongly in the resonance they find in other media's reporting. Who 
emerges from electors' direct and mediated impressions as the “winner” and the “loser” 
of the debate is seen as one of the decisive factors with regard to the candidates' success 
at the ballots (Lanoue and Schrott 1991).

Obviously, American campaigns are enormously complex endeavors. Campaigning there
fore requires skilled professionals, and this contributes to the escalating costs of contem
porary “capital‐intensive” campaigns (Farrell 1996). From 1952 to 1996 total campaign 
spending in the US is estimated to have grown more than thirty‐fold (Maisel 2002, 381). 
Financial activity of 2004 presidential candidates and national conventions totaled more 
than $1 billion, an increase of 56 percent compared to the previous campaign. In addi
tion, individuals, parties, and interest groups spent another $192.4 million independently, 
supporting or attacking one of the presidential candidates (www.fec.gov). Above all it is 
the “air war” (West 2005) of television advertising that eats up large chunks of candi
dates' campaign coffers. Since—with the exception of a limited option at presidential elec
tions—public funding is unavailable for American campaigns, they must operate in a busi
ness‐like manner, refunding their expenditures (p. 749) themselves and permanently rais
ing money to keep going. Hence, fund‐raising experts are among the key advisers in any 
typical American campaign organization.
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Yet, while all this is the more spectacular face of current electioneering in the United 
States, it must not be overlooked that “pre‐modern” grass roots components continue to 
play a far from negligible role. The “ground war” of a large “volunteer infantry” of local 
activists, coordinated by local and county party organizations as well as local branches of 
the candidates' own campaign organizations, swarming out in their neighborhoods to re
cruit voters through personal contact, is still alive and well, although an apparent fascina
tion with centralized hi‐tech campaigning seems to keep scholarly interest in these rather 
mundane, though vibrant activities unduly low (but see Beck et al. 1997).

2 “Shopping” on the American Market
US style campaigning is a complex package of specific agents, strategic philosophies, 
messages, and communcation channels. If “Americanization” is supposed to indicate a 
process of imitation, whereby this entire bundle is exported to other regions of the world 
and adopted wholesale, then this simply does not take place. The changing modes of cam
paigning in other democracies are much better described by the “shopping model” (Far
rell 2002; Plasser and Plasser 2002). By “modernizing” their campaign practices (Swan
son and Mancini 1996), political elites in established democracies all over the world are 
trying to adapt to similarly changing technical, institutional, and social circumstances. 
Most notably, these include the advent of television and the more current revolution of 
new information technologies, the growing institutional autonomy of the audiovisual me
dia, brought about by a worldwide trend of deregulation and commercialization, and the 
dealignment trend (Dalton 2000) that in established democracies renders growing por
tions of electorates unavailable for mere activation, forcing campaign organizations to re
ly increasingly on the more demanding task of persuasion. Similar problems pose them
selves in many new democracies, with often weak and “floating” party systems that lack 
anchors in these countries' “prealigned” electorates.

The United States is unique in having experienced these changes earlier than most other 
democracies. In addition, in many respects the environment of electioneering in the Unit
ed States has been particularly conducive to the emergence of the specific features of 
“modern” and “postmodern” campaigning. As a consequence, political actors from other 
countries can find an abundance of practices in the American campaigners' toolbox that 
can be considered as potential improvements for campaigning in their own domestic set
tings. Yet, whether and how American modes of campaigning are adopted by parties in 
other countries depends on a whole range of contextual conditions, each of them relevant 
for specific facets of the complex package of American style electioneering (Farrell 2002; 
Swanson and Mancini 1996; Norris 2000; Plasser and Plasser 2002). Hence, campaigners 
from many countries (p. 750) more or less selectively “shop” on the American—but to 
some degree also the west European—market of modes of electioneering, and try to fuse 
the newly acquired tools into their traditional styles of campaigning.

Clearly, institutional aspects of systems of government are important mediators. For in
stance, presidential systems lend themselves more easily to candidate‐centered and per
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sonalized electioneering than parliamentary democracies (Poguntke and Webb 2005; 
Aarts, Blais, and Schmitt forthcoming). Electoral systems are highly significant, with ma
jority systems inviting a focus on individual candidates, whereas systems of proportional 
representation tend to strengthen the role of parties. There are also huge variations be
tween democracies with regard to the extent to which campaigning practices are regulat
ed by law. The legal environment of American campaigns is uniquely liberal, while other 
countries, especially in Asia, have strict rules for even specific details of campaign com
munications. Television advertising is subject to restrictions in most countries (Kaid and 
Holtz‐Bacha 1995). But campaign laws in countries like, for instance, Japan regulate even 
how often, where and at what times candidates can hold meetings, usage of microphones, 
and the number of leaflets they are allowed to distribute at these occasions. While calling 
voters on the phone is allowed, contacting them through direct mail and email is prohibit
ed to candidates, and even the number of loudspeaker cars they can send out in cities and 
villages is restricted. Also, there are strict rules for the size, number, and even design of 
campaign posters and newspaper ads (Plasser and Plasser 2002).

Also critical are characteristics of party systems. Two‐party systems with zero‐sum com
petition encourage different strategic calculations than multi‐party systems where parties 
may need to form coalitions after elections. Parties' material resources are another im
portant feature, and for these, in turn, it makes a difference whether or not parties have 
access to public funding. In addition, features of the parties themselves, for instance their 
ideological heritage, are crucial (Gibson and Römmele 2001). Similarly important are 
structures of media systems. Across the world, countries differ enormously with regard to 
the number of media, the types of media that are dominant, the media's reach in society, 
the available technical standards, and so on. The extent to which media operate accord
ing to commercial instead of political imperatives is also essential.

Another group of factors concerns the electorate. Incentives to apply techniques of per
suasive communication are certainly strongest in societies where ties to political parties 
are weak and electoral volatility is high, since the reservoir of voters that are available 
for influence is larger than elsewhere. Political cultures make a difference, too, as they 
circumscribe boundaries for acceptable political practices. For instance, consensus‐ori
ented cultures that place high value on accommodation and balancing interests can be 
expected to be less open than cultures characterized by a more competitive, confronta
tional style of conducting politics (Lijphart 1999) to adapt the new techniques of attack 
electioneering that have recently become common in the US. In fact, despite movements 
in a similar direction in countries like Britain or Israel, no other country has so far adopt
ed an equally negativistic mode of campaigning (Plasser and Plasser 2002, 90–7).

(p. 751)

Taken together, these conditions constitute characteristic patterns of constraint and op
portunity within each country that channel which of the many facets of American elec
tioneering may be adopted and which cannot easily be wedded to an existing setting. 
Sometimes, there is simply not much leeway for the adoption of American techniques. 
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However, as long as winning votes in competitive elections is the dominant motive of 
campaign organizations they will always seek ways to improve their campaigns. It does 
not really matter whether the effectiveness of a mode of campaigning is proven or not—
the stakes are simply too high for campaigners to neglect any activity that might be help
ful in gaining votes. They tend to operate under the assumption that their competitors 
will at all times seek to maximize their effectiveness by taking advantage of any innova
tive tool available to them, in order to prevail in the contest. The competitive pressures 
inherent in elections thus creates a momentum towards expanding campaign arsenals, 
ever more sophisticated campaigns, and correspondingly rising costs. Looking at the US 
(or, for that matter, other countries with more advanced styles of electioneering) for 
modes of campaigning that can—within the limits imposed by the formal and informal fea
tures of one's own political setting—augment one's toolbox is, then, certainly something 
that suggests itself.

The consequence of this is a hybridization of campaign development, producing distinct 
national patterns of electioneering, each of them being a unique blend of “modern” or 
even “postmodern” practices and more traditional modes. Accordingly, there are coun
tries that mirror the American model relatively closely in many respects, whereas others 
remain distinctly different. While ultimately each country has its own unique style and 
trajectory of campaigning, considerable similarities exist nonetheless within families of 
countries that share important contextual features (Plasser and Plasser 2002).

Due to especially favorable opportunity structures, Latin American countries have adapt
ed particularly strongly to the US paradigm (Waisbord 1996; Espindola 2002; Plasser and 
Plasser 2002, 271–3). Presidential political systems and weak party systems as well as rel
atively liberal legal regimes governing campaigns have encouraged a style of electioneer
ing that is centered around television, with paid advertising playing a key role. The elec
toral process is highly personalized, and outside consultancy is widely used, largely re
placing party officials in the conduct of campaigns. While the Southern cone is an impor
tant market for US‐based consultants, a significant indigenous industry has emerged in 
recent years. To varying degrees the contextual conditions are similar in Russia and other
post‐communist new democracies. In these countries, campaigns are a hybrid combina
tion of “modern” television operations with a clear focus on political leaders, reliance on 
contracted consultants, and more or less intense usage of administrative resources of 
governments, especially state‐dependent electronic media, in order to control campaign 
communications (Mickiewicz and Richter 1996; Nivat 2000; Plasser and Plasser 2002, 
273–5). Many new democracies display signs of “leapfrogging”—bypassing the “pre‐mod
ern” era of mass politics, to enter the era of electoral politics immediately the “modern”, 
if not the “postmodern” way (Pasquino 2001).

(p. 752)

The marketing logic has also gained ground in west European campaigning, with an in
creased role for research, targeting, media management, careful planning of messages, 
and centralized coordination of campaign activities. A tendency towards more profession
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alized campaigning is also not to be overlooked. Yet, in stark contrast to the US or Latin 
America, it is mainly taking place inside, rather than outside of parties. West European 
parties nowadays regularly include contracted specialists into their campaigns, but have 
also increased the professionalism of their own staff. Local campaigns have been rational
ized through extensive usage of modern information and communication technologies, al
though they otherwise remain a stronghold of the “pre‐modern” style of campaigning. 
Paid television advertising plays only a marginal role. On the whole, in western Europe 
parties stay firmly in control of the electoral process, but the selective adoption of Ameri
can modes of campaigning tends to strengthen the power of their leaders at the expense 
of members and traditional functionaries (Farrell 2002; Plasser and Plasser 2002, 269–
71).

The latter phenomenon can be seen as part and parcel of a broader trend of a “presiden
tialization” of politics in parliamentary democracies, revealing itself not only in the grow
ing power and autonomy of political leaders within political parties and political execu
tives, but also in the emergence of increasingly leadership‐centered electoral processes 
(Mughan 2000; Poguntke and Webb 2005). There is a tendency for campaigns to be run 
by temporary special units with some organizational autonomy within parties and a high 
degree of personal loyalty to party leaders, as exemplified by New Labour's Milbank Tow
er and the German SPD's “Kampa”. In addition, the content of campaign communications 
seems to be becoming more personalized, although less dramatically than often assumed. 
Manifesting itself in parties' advertising strategies as well as in the increasing reliance on 
candidate‐centered media formats like televised debates and talkshows, the growing em
phasis on leaders does not mean that political competition mutates into some sort of apo
litical beauty contest where entertainment values prevail. Politicians' private lives still 
play only a marginal role. Rather, candidates increasingly serve as vehicles for simplify
ing complex issue debates, and as far as personality traits are concerned, emphasis is 
placed mostly on managerial qualities like determination and assertiveness, rather than 
on whether they are nice fellows (Holtz‐Bacha 2000; Keil 2003).

In East Asian democracies like Japan or Taiwan traditional modes of campaigning that 
draw heavily on local networks and support groups continue to coexist with “modern” 
television campaigning, including extensive use of “paid media,” and “postmodern” hi‐
tech campaigning through the internet (Curtis 1992; Plasser and Plasser 2002, 275–7). 
On the whole, these campaigns are candidate rather than party‐centered. In many coun
tries of the Third World campaign organizations' ability to adopt American techniques of 
electioneering is seriously hampered. Although professional advice, the marketing logic, 
and to a limited degree also modern “video style” campaigning through paid advertising 
do play a role, campaigns need to be at their core rather “low‐tech.” As television has not 
yet fully penetrated these societies, personal appearances of candidates at rallies and in
terpersonal communication (p. 753) remain the central channels of campaign communica
tions (Plasser and Plasser 2002, 277–81).
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3 Do Campaigns Matter?
Active participants in the political game like politicians, consultants, or journalists tend to 
see campaigning as one of the biggest movers in the political process. In stark contrast to 
those directly involved, political scientists have long tended towards pronounced skepti
cism. In the 1940s the Columbia school's “minimal effects” model (Lazarsfeld et al. 1944)
became the generally accepted view of how campaigns might affect voters. It held that 
election campaigns primarily activate voters' latent predispositions and bring about vot
ing preferences that correspond to their social‐structural and ideological characteristics. 
Once having come to the fore, they were believed to be reinforced by campaigns until 
election day, so that voters did not stray from their fold. Conversion, that is, voting 
against one's predispositions, was an uncommon, and, if it occured, an unpredictable 
event. This view effectively stalled research into campaign effects for decades.

However, during the 1990s, following the general revival of interest in campaigns and 
campaigning, the question of whether and how campaigns might “matter” slowly re‐en
gaged the attention of political scientists, especially in the US (Miller 1990; Holbrook 
1996; Farrell and Schmitt‐Beck 2002; Johnston and Brady 2006). Although still fragmen
tary, the general impression emerging from recent analyses in this emerging field is that 
the Columbia scholars were not all that wrong. Even in the age of television and “mod
ern,” if not “postmodern,” campaigning, activation and reinforcement appear as the domi
nant processes during campaign periods. Predispositions like partisanship or ideology, 
and pre‐campaign assessments of governments' performance, candidates' quality, as well 
as the economy are better predictors of electors' choices than campaign‐induced changes 
in these variables (Finkel 1993). Correspondingly, at least at American presidential elec
tions, forecasting models have proven fairly accurate in predicting candidates' vote 
shares from pre‐campaign aggregate values of similar “fundamental variables” (e.g. 
Campbell and Garand 1999). However, this must not indicate that campaigns are mean
ingless. Rather, they could in fact be the very reason for the forecasting models' success
—if it were not for parties and politicians waging highly visible election campaigns these 
models might actually fail. As Campbell notes, “[t]he reason that elections are predictable 
is not that campaigns have no effect, but that campaign effects themselves are largely 
predictable” (Campbell 2000, 187). In essence, from this perspective campaigns can be 
understood as periods of high intensity information flows that make voters aware of the 
“true values” of the basic variables, thus helping them to cast “enlightened” votes (Gel
man and King 1993; Holbrook 1996).

(p. 754)

Obviously, this is a highly abstract perspective on campaigns that ignores all the details of 
campaign practices with which both practicioners and students of the new modes of cam
paigning are preoccupied. It may be tempting to conclude from these studies that it is ir
relevant how political actors campaign, if only they do it with sufficient intensity. Yet, 
some studies suggest that at least at the margins there may well be some space left for 
effects not of campaigning as such, regardless of how it is done, but rather of specific 
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campaigns, waged in particular ways. For instance, conversion, although rare, does ap
pear to occur to some extent during campaign periods (Finkel 1993). Analyses of US pres
idential elections found that campaign effects were largely systematic and thus pre
dictable, but small shifts of election results were also attributable to “unsystematic” ef
fects that could not be predicted from long‐term variables. Rather, they seem to have 
been connected to the specific circumstances of particular elections. While “national con
ditions” define a characteristic baseline for the division of votes at each election (Hol
brook 1996), in very close races such unpredictable campaign effects may even become 
pivotal, as seems to have been the case on several occassions during the last century 

(Campbell 2000). In addition, as the cases of the two previous US presidential elections 
show, forecasting models may even go wrong. Arguably, that Al Gore lost in 2000 despite 
economic conditions that should have made him the safe winner, can be attributed to the 
fact that he abstained from emphasizing the economy in his campaign, and thus to a 
wrong strategic decision on his part. Hence, campaigns may not automatically transform 
“fundamental variables” into electoral outcomes, but only when candidates decide to 
campaign on these issues (Johnston, Hagen, and Jamieson 2004). All this suggests that 
“campaign effects are more than the unfolding of the historically inevitable” (Johnston et 
al. 1992, 6).

It is thus necessary to take a closer look at how campaigns are waged in order to disen
tangle the contribution of specific campaign features to narrowing the explanatory gap 
that remains after the systematic effects of campaigning are taken into account. One line 
of study inspects the dynamics of campaigns as chains of key events. It seems clear that 
occurences like nomination conventions or candidates' televised debates can have sub
stantial effects on voters' sympathies (Holbrook 1996; Johnston et al. 1992). But impor
tant related questions have not yet been decisively resolved. For instance, it is debated 
whether the effects of such events are attributable to direct exposure, or moderated by 
how the mass media deal with these events. Also at issue is whether how such events are 
staged is important for their influence on public opinion. Several studies indicate that 
event‐induced “bumps” in candidates' voter support have only small net effects on vote 
divisions, due to a mutual cancellation of the gross effects of competing events, thus sug
gesting no particular role for differing modes of staging them. Furthermore, the contro
versy is unsolved whether the effects of events are lasting, as predicted by the “online” 
model of political information processing, or rather short‐lived, and thus potentially de
caying until polling day, as expected by memory‐based models of decision making (John
ston, Hagen, and Jamieson 2004).

(p. 755)

Another stream of research goes inside the black box of the campaign organization and 
its activities, usually zeroing in on one component of campaigning and measuring the in
fluence this might have on voters. These studies are primarily interested in the relevance 
of differences in the resources political actors invest for campaign purposes as well as in 
the channels and modes they use for communicating their messages. In countries like 
Britain, Canada, and the US, territorial district single‐member electoral systems have 
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stimulated numerous inquiries into the role of local campaign expenditures for electoral 
success. While local campaigns are no key components of the notion of “Americanized” 
campaigns, such studies of constituency campaigning provide evidence that with regard 
to votes, at least one component of modern campaigning does seem to work: spending. 
Apparently, “capital‐intensive” campaigns are more effective campaigns (Jacobson 1980, 
1990; Pattie, Johnston, and Fieldhouse 1995; Gerber 2004).

Other studies demonstrate more directly that local party activists' manpower and the in
tensity of their canvassing efforts make a difference for the success of campaigns (e.g. 
Huckfeldt and Sprague 1992; Denver and Hands 1997). Clearly, the seemingly old‐fash
ioned local campaign with its emphasis on unmediated contacts between campaigners 
and electors still has an important role to play in contemporary campaigns—one that, if 
anything, in recent years has become more rather than less important. Yet, campaign 
modernization did not bypass local campaigning. British party organizations increasingly 
channel their material resources to selected constituencies. To the degree that well‐re
sourced local campaigns are more effective in gaining seats, this testifies to the impor
tant role of geographical targeting for electoral success. One study of the British general 
election of 1997 compares the effectiveness of “modern” and “postmodern” practices in 
local campaigns. While “modern” tools unequivocally helped getting votes, no similarly 
clear evidence emerges with regard to “postmodern” practices like advance preparation, 
computer use, direct mail, and telephone canvassing (Denver and Hands 2002). Several 
other studies also suggest that the impersonal mode of contacting voters by telephone, di
rect mail, or email is not as effective as genuine face‐to‐face canvassing (Green and Ger
ber 2004). Hence, the “Americanization” of campaigning with regard to constituency cam
paigns appears as a mixed blessing. It makes sense to pool resources strategically in key 
constituencies, but whether the newest communications tools also work better in these 
campaigns is highly doubtful.

There is also some evidence that the professionalization of campaigning yields results. A 
study of US congressional elections indicates that the more campaign functions candi
dates assign to hired consultants, the more votes they get (Medvic 2000). Due to its cen
tral importance in US campaigns, research into the effects of television advertising has 
flourished, and is one of the most productive areas of campaign effects research (Gold
stein and Ridout 2004). TV ads can affect voters' opinions on issues and candidate im
ages. Yet, only few studies provide evidence that candidates can actually win votes by 
running ads (Shaw 1999; Johnston, Hagen, and Jamieson 2004). Remarkably, despite the 
fact that press advertisements have by no means disappeared from contemporary cam
paigns but rather, at least in west (p. 756) European contests, still eat up large chunks of 
parties' campaign budgets and gain wide attention among electors, they have attracted 
much less scholarly interest. There is only fragmentary evidence about such ads' content 
(Keil 2003), and virtually nothing is known about their effects on voters.

Our knowledge is even more fragmentary, when it comes to the role played by the com
munication strategies and the specific appeals, themes, and messages that campaigns 
convey. Some studies suggest that campaigns may indeed bring about opinion change, es
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pecially with regard to perceptions of parties' ability to deal with certain issues (Bowler 
et al. 1992; Schmitt‐Beck 2001). Others indicate that campaign communications may ef
fectively reshape the ways leaders are perceived by the public (Johnston et al. 1992; John
ston, Hagen, and Jamieson 2004). However, on the whole it appears that the prospects of 
a “rhetoric” strategy of direct persuasion (Riker 1983), that is, the strategy of trying to 
gain votes by convincing voters to re‐evaluate certain objects that are relevant for their 
decisions, are rather limited (Zaller 1992). Thus, it often cannot be the high road to gain
ing votes.

More promising is a “heresthetic” strategy (Riker 1983) of indirect persuasion that does 
not attempt to alter citizens' assessments of candidates, parties, or issues, but rather 
tries to manipulate the salience of the considerations that electors take into account 
when deciding how to vote. The battle of effective campaign communications is, then, not 
about whether things ought to be seen positively or negatively, but rather about which 
factors voters will think of when constructing their overall evaluations of the competitors 
on election day. Campaigns that work seek resonance with favorable opinions on parties 
or candidates that voters already hold, stimulating them to think of these aspects, while 
at the same time trying to de‐emphasize less favorable topics. Successful campaigns 
“prime” issues that parties already “own” instead of trying to “appropriate” new themes 
or “riding the wave” of the current news agenda (Budge and Farlie 1983; Ansolabehere 
and Iyengar 1994; Iyengar and Simon 2000; Simon 2002; Druckman 2004). Available evi
dence thus suggests that campaigners are well advised to let their communications 
strategies be guided by the strengths they already possess in the eyes of the electorate 
instead of trying to “reposition” themselves by moving around in political space, as sug
gested by political marketers, or of attempting to “re‐educate” citizens about how things 
should be evaluated. Whether or not at a given election pre‐campaign “basic variables” 
like the economy actually play the role ascribed to them by forecasting models, also 
seems to hinge to a considerable degree on whether or not campaigns choose to thema
tize these issues (Johnston, Hagen, and Jamieson 2004).

Since campaigns change citizens' communications environments in many ways, they may
—in addition to their effects on voting—also have consequences that were not intended, 
or anticipated, by the campaign organizations. Such unintended effects may be positive, 
for instance, if, from being exposed to campaigns, voters become motivated to follow poli
tics more closely (Lazarsfeld, Berelson, and Gaudet 1944), and thereby become better in
formed about politics more generally (Norris and Sanders 2003). Starting with Patterson 
and McClure (1976), research has repeatedly demonstrated how television spots have 
clear cognitive effects, contributing to a (p. 757) general increase in levels of awareness of 
the candidates and their policies (cf. e.g. Freedman, Franz, and Goldstein 2004). Other 
studies suggest that campaigns can even induce positive short‐term changes in citizens' 
political trust and system support (Banducci and Karp 2003). However, some analysts are 
concerned that campaigns may also have a detrimental effect on citizens' attitudes to
wards the political process and its actors (Norris 2000).
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In particular, the rising tide of negativism in campaign advertising in the US has nour
ished worries that this may lead to increased political cynicism among citizens and conse
quentially be responsible for depressing voter turnout (Ansolabehere and Iyengar 1997). 
A huge body of research has been accumulated around this hotly debated topic, but evi
dence so far is mixed (Lau et al. 1999; Lau and Sigelman 2000). Some studies seem to 
confirm the null hypothesis that the tone of ads is unrelated to turnout (Garramone et al. 
1990; Clinton and Lapinski 2004). But other research suggests that attack ads alienate 
voters and thus indeed have a demobilizing effect at elections (e.g. Ansolabehere and 
Iyengar 1997; Ansolabehere, Iyengar, and Simon 1999). Yet, according to a third group of 
studies negative ads can also have the opposite effect: to stimulate citizens' involvement 
in the electoral process, thereby creating a more interested, engaged, and thus more, 
rather than less participatory electorate (Finkel and Geer 1998; Wattenberg and Brians 
1999; Freedman and Goldstein 1999; Vavreck 2000; Freedman, Franz, and Goldstein 2004). 
Thus, the debate is yet undecided whether attack advertising indeed has detrimental con
sequences for the health of civic life. Yet, one thing at least does seem to be clear—it is no 
more effective in attracting votes than other advertising (Lau and Sigelman 2000).

4 Preconditions of Effective Campaigns
How campaigns may be effective, is highly conditional. They matter in ways that are de
pendent on a multitude of factors, often interacting with each other in complex patterns. 
Hence, “efforts to study campaigns as ‘main effects’ […] are doomed to fail” (Iyengar and 
Simon 2000, 163; Schmitt‐Beck and Farrell 2002; Kriesi 2002). Some of these factors con
cern the campaigns themselves, others the campaign's recipients—the electorates and 
the individuals of which they are composed. For instance, campaigns may matter very dif
ferently depending on the type of decision event. On the whole, referendum campaigns 
can be expected to be more effective than election campaigns, especially if they concern 
unfamiliar and complex issues that are unrelated to the sociopolitical cleavage structures 
of organized party conflict (LeDuc 2002; De Vreese and Semetko 2004). In the cases of 
campaigns for elections or for referendums over established issues with clear partisan 
connotations, the story is mostly one of activation and reinforcement. However, if referen
da concern new, (p. 758) unclear and complex issues opinions cannot be activated but 
must be formed, and there is considerable scope for conversion through campaign infor
mation, leading to unpredictable outcomes.

Both the intensity or “loudness” of campaigns and their degree of directional balance or 
one‐sidedness are also important for their outcomes. The predictability of campaign ef
fects at American presidential election campaigns may occur because these campaigns 
are both highly intense, and balanced (Campbell 2000). In contrast to this, in more one‐
sided contests more intensely campaigning parties are advantaged (Zaller 1992), and 
even partisans may be deflected from their predispositions (Lachat and Sciarini 2002). On 
the other hand, the systematic effects of more balanced campaigns presuppose a certain 
minimum length of the campaign period (Stevenson and Vavreck 2000).
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The scope for campaign influence can also vary dramatically depending on the types of 
voters involved. One obvious conditioning factor is whether voters are at all available to 
be influenced by campaigns. This is not the case if they have taken their decisions long 
before a campaign started. Yet, the number of late‐deciders on whom campaigns can only 
be expected to have effects (Campbell 2000; Lachat and Sciarini 2002; Fournier et al. 
2004), has grown in recent decades, as a consequence of partisan dealignment (Dalton, 
McAllister, and Wattenberg 2000). In general, political predispositions like ideology, and, 
above all, partisanship feature as important moderating factors for campaign influence, 
at least if campaigns bear a relationship to existing cleavage structures and organized 
party conflict. Zaller (1992) also attaches importance to the mediating role of the extent 
to which voters pay attention and understand campaigners' messages and their implica
tions, that is, their political awareness. More sophisticated voters are more inclined to re
ceive campaign messages, and therefore more likely to be “primed” about issues and can
didate images. However, when it comes to direct persuasion, political awareness increas
es the likelihood of activation while inhibiting the likelihood of conversion.

5 Conclusion
In recent decades campaigning has undergone a worldwide process of modernization, 
that has also led to some degree of cross‐cultural convergence, especially with regard to 
the role of the audiovisual media as central conveyors of campaign messages and the per
sonalization of politics. Yet, what we see is not a wholesale adoption of the “American” 
model of electioneering, but a rather selective “shopping” on the US market, where the 
new modes of campaigning have developed earliest and to the highest level. Rather than 
being imitated wholesale, “Americanized” campaign techniques are fused with existing 
practices in other countries, leading to hybrid styles of electioneering.

(p. 759)

It is the guiding spirit with regard to campaign principles and strategies rather than the 
techniques per se that characterizes the current processes of transnational diffusion of 
campaign practices best. Contemporary modes of electioneering can be understood as an 
increasingly rationalized way of seeking votes and winning elections, attempting to al
ways make the best conceivable, most efficient use of available means of mobilization and 
persuasion, within the boundaries of given contextual circumstances. This, in turn, seems 
to be connected to a marked tendency on the part of political elites to act more and more 
like Schumpeterian political entrepreneurs who are primarily moved by the desire to at
tain public office (Schumpeter 1994). Concomitantly, campaigning has become increas
ingly centered around leaders, either outside of parties that function as mere service in
stitutions for candidates, like in the United States, or inside of parties, like in western Eu
rope, where the new way of campaigning seems to strengthen the party organizations' 
top strata.
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Yet, whether “modern” or “postmodern” campaigns are actually more effective than old‐
fashioned “pre‐modern” campaigns is, on the whole, not proven. While some aspects 
seem to “work”, others have not yet substantiated their effectiveness. At the same time, 
there are clear indications that traditional modes of campaigning, especially those relying 
on personal contacts with voters, help candidates and parties to gain votes.

In any case, it is doubtful that successful campaigns by necessity produce “enlightened” 
preferences that are in the voters' best interest. Clever campaigners may be able to shift 
the terms of debate to those areas where they can prevail more easily. Perhaps even more 
worrisome is the heavy advantage that well‐funded campaign organizations enjoy at the 
polls. An important implication of this well‐documented pattern is that by way of cam
paigning, economic inequality can translate into political inequality, thereby undermining 
one of the key prerequisites of democratic politics. Some findings also suggest that the in
creasing negativism of contemporary election campaigns may have consequences for citi
zens' political involvement that may be, although unintended, nonetheless detrimental for 
democracy. Citizens' direct involvement in campaign activities is on the decline in many 
established democracies (Dalton et al. 2000), although it is not clear whether this is large
ly the effect or the cause of the global trend of campaign modernization. In any case, 
when being asked themselves, voters do not seem to approve of the new modes of elec
tioneering (Medvic et al. 2000; Lipsitz et al. 2005).

On the other hand, in today's dealigned societies where many citizens tend to tune out of 
electoral politics, modern electioneering may also have an important positive role to play 
as a stimulant for engaging otherwise detached citizens with politics, mobilizing them to 
take part in selecting political leaders through elections, informing them on the issues 
that are at stake in these contests, and helping them to form opinions on the candidates 
that compete for their votes. In particular this concerns the rather uninvolved segments 
of the citizenry which lack the necessary competence to form autonomous judgments on 
complicated political matters. For them, the simple, yet appealing emotional messages of 
modern campaigns—lamented by proponents of a more deliberative politics as a deterio
ration of the quality of political (p. 760) debate—may serve as valuable cues that make 
otherwise incomprehensible politics more accessible. By increasing its inclusiveness it 
thus contributes to the quality of the democratic political process. Arguably, the scope for 
manipulation and a merely virtual politics is limited, since no campaign organization is 
able to control the entire campaign discourse. Other actors' communications, including 
those from competing parties and candidates, but also interest groups and above all the 
media, as well as citizens' everyday experiences may serve as checks against such ten
dencies that otherwise would have a potential to seriously hamper the mechanisms of 
elite responsiveness and “vertical accountability” through elections that are at the very 
heart of representative democratic politics (Diamond and Morlino 2004).
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WHEN graphical browsers and the World Wide Web popularized the internet in the mid‐
1990s, political visionaries joined their business counterparts in predicting radical 
changes for governance in addition to those for commerce. Just as the internet would re
structure accepted business models, so it would renew western democracy. Interaction 
among citizens in cyberspace would enrich public opinion and increase participation in 
democratic politics. In contrast to the established mass media, computer mediated com
munication would afford ordinary citizens opportunities to become their own publishers. 
Political activists—“netizens,” so to speak—would employ email, newsgroups, and web
sites to form new political groups and build new coalitions. Cyber‐democrats like Howard 
Rheingold, Rhonda and Michael Hauben, Andrew Shapiro, and John Perry Barlow herald
ed the internet's promise for realizing formerly impossible dreams of informed engage
ment in political and civic affairs (Rheingold 1993; Hauben and Hauben 1997; Shapiro 
1999; Barlow 1996). They anticipated that once citizens discovered this potential, the in
ternet would foster greater individual freedom as well as viable new parties and interest 
groups that would challenge the dominant political groups.

It hasn't happened. Established parties, together with their candidates and officeholders, 
dominate political activity not only offline, but also on the internet (Margolis, Resnick, 
and Levy 2003; Margolis, Resnick, and Wolfe 1999). Moreover, cyberspace is replete with 
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heavily advertised websites of familiar commercial and political interests, websites that 
reflect their overwhelming dominance of economic, political, and civic affairs. In short, 
contrary to cyber‐democrats' predictions that the internet would broaden democracy 
through citizens' increased involvement in and (p. 766) influence over public affairs, we 
have witnessed a normalization of the politics of cyberspace, the emergence of a political 
order that largely replicates that found in the physical world (Gibson, Nixon, and Ward 
2003).

When democratically inclined social scientists began studying the political impact of the 
internet in the early 1990s, they hoped to discover many popular new political groups on
line whose members exercised intelligent civic and political participation that affected 
public policy in the real world. Their research showed that they had been overly opti
mistic, however, particularly with regard to policy inputs, the process of translating citi
zens' preferences into laws and regulations. Instead of revolutionizing policy formulation 
in the real world, netizens' political activities tended to reflect and reinforce the familiar 
patterns of behavior they had brought from that world (Fisher, Margolis, and Resnick 
1996a, 1996b; Margolis and Resnick 2000, ch. 1). Nevertheless, the internet did present 
new possibilities for enlightened democratic participation, especially with regard to the 
policy outputs of government.

Taxpaying citizens are not merely the government's financiers; they are also its cus
tomers. As such they expect—even demand—that government implement public policies 
efficiently and effectively, particularly when those policies affect them personally. Indeed, 
the burgeoning numbers of governmental agencies online can be seen as efforts to real
ize the efficiency and good will that stem from doing business via the internet. And 
whether or not governments intend it, providing services online increases the opportuni
ties for democratic political participation.

Scholars have argued that nations that aspire to modernity must deploy information tech
nology (IT) via the internet in order to benefit from the global economy. If the argument 
holds, it follows that regardless of their ability to control (or avoid) elections, modern gov
ernments must allow citizens to access millions of networked databases. It seems likely, 
therefore, that if authoritarian governments seek prominence in world affairs, they must 
loosen restrictions on externally generated information and must allow citizens to use 
such information for purposes that inevitably develop new economic and political re
sources, which lie beyond the governments' customary spheres of control. This hypothe
sis seems plausible. Even though institutional change lags behind technological innova
tion, governments with advanced technological sectors but few democratic traditions, 
such as Singapore, China, Malaysia, and several eastern European nations of the former 
Soviet bloc, seem to be tolerating more openness in domestic affairs as they seek more 
significant roles in the global economy (West 2005, ch. 10 and Appendix II).

The next section contains a discussion of the proximate intellectual roots of cyber‐democ
racy: the “New Left” and the “counter‐culture” movements of the 1960s and early 1970s. 
I suggest that cyber‐democrats saw the internet as the means to break away from the cy



E‐Government and Democracy

Page 3 of 24

cle of soaring promise and failed fulfillment that each new mass medium had engendered 
since the Industrial Revolution. The following section examines the difficulties of imple
menting direct democracy despite the increased powers the internet affords each citizen. 
It also questions the advantages of citizens' direct participation in policy making in com
parison to citizens' judging the results of those policies. The final section discusses the 
advantages and dangers of democratic (p. 767) participation that emphasizes the output 
side of politics. The discussion reviews how institutional arrangements, internet access, 
and citizens' habitual behaviors affect various desiderata, such as privacy, individual lib
erty, civic values, national security, and domestic and global economic progress. It argues 
that political uses of the internet must take these arrangements and behaviors into ac
count, and it concludes that encouraging citizens to react to how governmental policies 
affect them seems more promising for achieving positive democratic outcomes than does 
encouraging them to participate directly in formulating those policies. In the end, howev
er, the evidence and the argument hark back to a familiar theory of democracy. Neither IT 
nor any particular institutional arrangement can substitute for a democratically inclined 
citizenry that holds its freely chosen governmental officials to account.

1 The Roots of Cyber‐democracy
The 1960s in the USA saw the growth of two distinct but interrelated radical movements, 
the New Left and the Counterculture. They shared a number of fundamental values, but 
had separate political agendas. Both were anti‐elitist and egalitarian; they valued open
ness, sharing, community, and cooperation rather than competition. They opposed the 
manipulation of wants and desires that characterizes a commercial economy. Many who 
participated in them shared similar musical tastes, clothing styles, and recreational 
drugs, but the two movements differed in political strategy.

The New Left viewed participatory democracy as a means for citizens to re‐establish con
trol of their lives. Citizens would realize that their private problems had public causes 
and political solutions, and they would transform the bureaucratic, impersonal society 
that had pacified them. Participatory democracy would wrest power and control from the 
corporate and governmental elite (Thayer 1973; Hauben n.d.). Adherents of the counter‐
culture also rejected corporate America, but unlike the political activists of the New Left, 
they did so by dropping out rather than engaging in political struggle. They created alter
native communities in which they could live as they pleased, unconstrained by the values, 
assumptions, material possessions, and laws that governed the rest of society. They aimed 
to establish a new way of life based on joy and liberation, and a new politics worked out 
directly by the people themselves without interference from the repressive structures of 
traditional American society. While the New Left saw itself as struggling to transform 
American society through organized political activity, the counter‐culture saw itself as 
subverting that society by creating freer and more attractive alternatives.

The radicalism of the 1960s had roots in previous radical movements. Many of the early 
leaders of the New Left were so called “red diaper” babies, children of radicals who had 
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been members of left‐wing parties and active in the trade union movement. The Students 
for a Democratic Society (SDS), for instance, was born in 1959 when the (p. 768) Student 
League for Industrial Democracy (SLID), the campus wing of the League for Industrial 
Democracy, a socialist group that went back to 1905, changed its name to the SDS (Davis 
1996, ch. 8).1

The Counterculture was also connected with earlier forms of protest. Its rejection of es
tablished cultural values owed much to the revolt against the moral, sexual, and artistic 
conventions of bourgeois society exemplified by a variety of nineteenth‐ and early twenti
eth‐century European avant‐garde movements. To the extent that it tried to establish al
ternative societies, the counter‐culture also borrowed ideas from the anarchists and the 
Utopian Socialists. While utopianism was an anathema to the Old Left, a deviation to be 
avoided, the counter‐culture gave it a positive spin. To be utopian was to be realistic: one 
could reject corrupt society, drop out, and join a commune (Reich 1971; Roszak 1969).

Both movements fell short of their goals. The New Left's leaders were mainly campus in
tellectuals who aimed to organize students and poor people to struggle for self‐determi
nation and participatory democracy. Unfortunately, they picked difficult target groups. 
Students and poor people had been among the least likely groups to engage in sustained 
political activity during the post‐Second World War period (Campbell et al. 1960; Verba 
and Nie 1972). The New Left's efforts failed to bring about fundamental changes in the 
American economic and the political system, and the counter‐culture failed to popularize 
their alternative ways of living. The masses weren't ready to engage in widespread politi
cal activism, nor were they ready to abandon the capitalist norms of hard work and con
formity.

Yet both movements helped to democratize the American polity and by dint of the Ameri
can mass media to inspire political and cultural protests abroad (Tunstall 1977). Even 
though we cannot ascertain how much credit the New Left and the counter‐culture de
serve in comparison to other social, political, and demographic pressures, the United 
States has become more open and inclusive de jure than it was in the early 1960s as have 
Japan, Australia, New Zealand, Mexico, and most eastern and western European nations 
where the political and cultural unrest of the late 1960s also took place (Wiki 1960s).

Elsewhere David Resnick and I distinguished three categories of internet politics: politics 

within the net (intra‐net politics), political uses of the net, and politics that affect the net. 
Politics within the net encompasses the political life of virtual communities and other 
identifiable online groups that regulate their own affairs, settle their own disputes, and 
develop their own online lifestyles. Political uses of the net refers to the ways in which the 
net can be used by ordinary citizens, political activists, organized interests, political par
ties, and governments to achieve their real world political goals, which often have little to 
do with the internet per se. Politics that affect the net refers to policies and actions that 
governments and other powerful (p. 769) institutions take to regulate the internet as a 
new form of mass communication and as a vehicle for commercial activity. The first two 
types of internet politics are relevant for sorting out the cyber‐democrats' claims for the 
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democratizing potential of political activity on the internet. The last type is most relevant 
for explaining why so much of that potential remains unrealized.

Online communities in the early days of cyberspace, each with their own intra‐net poli
tics, looked like a reincarnation of the counter‐culture. Freedom could be achieved in this 
new type of space, a virtual state of nature in which people freely formed their own com
munities independent of the values, traditions, and legal constraints of the ordinary 
world. Communities could exercise authority over their own domains, based on a set of 
implicitly derived rules or “netiquette,” without interference from outsiders. Enthusiasts 
proclaimed that terrestrial governments should not attempt to extend their jurisdiction 
into cyberspace. Indeed, some argued that the very structure of the internet itself made 
the attempt to impose outside regulation futile:

Governments derive their just powers from the consent of the governed. You have 
neither solicited nor received ours.…Cyberspace does not lie within your borders. 
Do not think that you can build it, as though it were a construction project. You 
cannot. It is an act of nature and it grows itself through our collective action. (Bar
low 1996)

What the counter‐culture promised, cyberspace could deliver. Intra‐net politics was hu
manistic, egalitarian, and voluntary in contrast to the corrupt politics of organized special 
interests of the real world. Enthusiasts claimed that cyberspace created possibilities for 
liberation that even the most radical counter‐cultural theorists had not imagined. In cy
berspace people no longer were restricted to their own bodies and the cultural baggage 
that they contained. Anyone could create a new identity, indeed, a multiplicity of identi
ties. The familiar trio of race, class, and gender could be transcended in cyberspace–re
call the famous New Yorker cartoon of a canine at a monitor proclaiming, “On the Inter
net, no one knows you're a dog” (Steiner 1993). Others saw the possibility of cyberspace 
deepening and strengthening identities that were denigrated in the real world.

Hopes for change did not rely solely on the expectation that powerful identities could be 
forged in cyberspace. Activists saw political uses of the internet as dynamic means for 
consciousness raising and political organizing in the real world. By generating a public 
space for a true deliberative democracy the internet would enable citizens to fulfill their 
democratic potentials. Citizens no longer needed to accept the corporate dominated mass 
media's interpretations of reality. The internet could furnish alternative sources of infor
mation. Because they could access information on their own, citizens could make up their 
own minds without so‐called experts to guide them. An informed citizenry could engage 
in political debate armed with all the information and opinions they could possibly use. 
Governmental officials could not hide their mistakes nor could they claim that issues were 
too complex for ordinary citizens to grasp. Information, full and free, would empower an 
invigorated democratic citizenry (Margolis 1979; Barber 1984, 1998; Davis 2005).

(p. 770)
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Political uses of the net were just beginning. Grassroots politics would flourish. Citizens 
would access information with speed and ease, and they would use electronic networks to 
communicate and exchange ideas with each other or with their elected representatives 
and governmental officials. Open sources of information would deepen democratic discus
sions and debates. The internet presented the possibility of virtual communities actualiz
ing the dreams of participatory democracy and political liberation. The independence of 
the internet communities, coupled with the internet's egalitarian architecture, would ren
der politics that affect the net impotent.

2 The Real World Experience
Cyber‐democrats tend to give short shrift to how real world politics affect the internet. 
They concentrate instead on how politics within the net can bring about political libera
tion and how political uses of the net can influence public opinion and the conduct of real 
world politics. They point to virtual communities whose members carry on active civic 
lives even though they may never meet one another in the flesh. For populists of both the 
left and the right, political participation in cyberspace can approximate an ideal type of 
communitarian democracy emphasizing mutuality. If democratic policy making consists of 
resolving differences among competing interests, building coalitions for cooperative ac
tion, or some combination of the two, the internet's capacity to share equal access to vast 
stores of information and equal power to send and receive that information provides the 
means for realizing it.

Civic life, however, extends beyond formal issues of public policy. People interact over a 
variety of matters, and a sense of community often grows among those who share mutual 
interests. Thousands of virtual interest groups run Usenet newsgroups, listserv mailing 
lists, web‐based chat rooms, blogs, and the like. Some virtual communities, such as The 
WELL, act as cooperative societies in which dues‐paying members participate in confer
ences without the expectation of a quid pro quo for any particular information or service 
they provide (WELL). Others like Wikipedia have fostered a freely accessible internation
al encyclopedia “written collaboratively by people from all around the world.”2 Moreover, 
real communities throughout the world have established their own Freenets or Communi
ty networks designed to enrich their civic life.3

Nevertheless, nothing compels virtual communities to function as mutual benefit soci
eties. Traditional democratic politics attempts to work out acceptable solutions (p. 771)

through complex exchanges that involve pressuring and bargaining. In cyberspace, how
ever, like‐minded netizens can form online communities that insulate members from ex
changes with those who may hold different opinions. While hate groups like Stormfront 
and Aryan Nations are notorious for countenancing only those who espouse their groups' 
particular views, researchers have uncovered many other virtual communities that exist 
largely to promote their own interests, whether political or non‐political, and to reinforce 
their own like‐mindedness. These communities also make those who disagree unwelcome 
to join and uncomfortable if they choose to participate (Aryan; Bimber 1998; Hill and 



E‐Government and Democracy

Page 7 of 24

Hughes 1998, 71–5; Galston 2002; Putnam 2000, ch. 22; Stormfront; Wiki Aryan; Wiki 
Stormfront).

Like today's cyber‐democrats, political philosophers and pundits who favored active citi
zen participation in policy making in the past viewed each new mass medium that 
emerged as the means to create an active, informed, enlightened, and sophisticated body 
politic. They predicted that the development of cheap newsprint, film, sound recording, 
radio, and television in turn would not only provide the populace with information on pub
lic affairs but also expose them to foreign cultures and the great artistic achievements of 
humanity. From the popular press to community access cable television, each medium has 
had some impact on political and civic life, but none has fostered the enlightened democ
ratic participation that its boosters prophesized. For better or for worse, most people gen
erally have neither the time nor the desire to scrutinize the day‐to‐day affairs of govern
mental policy making. Most become politically involved only when a particular public poli
cy output impinges upon their personal interests or upon the interests of friends, rela
tives, or associates whom they hold dear.

A mass medium's high production costs favor content that attracts a mass audience to 
whom investors, advertisers, or sponsors can be sold access. Producers assemble this au
dience chiefly by responding to popular tastes, not by attempting to raise civic, cultural, 
and educational standards. Popular tastes tend to reflect the prevalent norms, which in
clude mostly the unenlightened selfish interests and the vulgar intellectual and artistic 
preferences that the philosophers and pundits proclaimed the new medium would ele
vate. By the time most people begin to use each medium regularly, therefore, lofty goals 
largely have been cast aside.

News media on the web have not escaped this fate. Unorthodox web news providers may 
have arrived first, but the established news media now predominate. Major newspapers, 
magazines, radio and television networks have the expertise and resources to gather, or
ganize, and display more information more expeditiously than their upstart rivals. They 
also can pay more to advertise online and offline to direct traffic to their sites. Finally, 
they have better name recognition and more good will to draw upon than do their chal
lengers. Most people, who are largely indifferent to public affairs to begin with, will turn 
to familiar names for the headline news they occasionally desire.

So far, our discussion has ignored the proverbial “elephant in the room,” the ever‐present 
digital divide. If the internet—or any advancement of digitally based IT—is to democratize 
politics, it must be easily accessible to the vast majority of adult (p. 772) citizens. Notwith
standing the increasing numbers of users for whom new technologies have provided in
ternet access, two major dimensions of the divide persist: divisions between nations and 
divisions within. Simply put, citizens of wealthy nations comprise disproportionately large 
numbers of internet users. And within nations, the wealthier citizens similarly comprise 
disproportionately large numbers of users.



E‐Government and Democracy

Page 8 of 24

Even though rapidly expanding numbers of users combined with new technologies for ac
cess make it difficult to measure individuals' specific use of the internet for political pur
poses, our imperfect measures can still reveal relationships that persist over time. Tables 
41.1 and 41.2 provide a snapshot of the two major dimensions of the digital divide as of 
November 2005.

Table 41.1 indicates that those living in wealthy regions comprise disproportionately 
large numbers of internet users. Denizens of Europe, North America, and Australia num
ber less than 20 percent of the world's population, but they comprise a majority of the 
world's internet users. In contrast, those of Asia and Africa, who number more than 70 
percent of the world's population, comprise less than one‐third of internet users. The pop
ulations of African and Middle Eastern nations are most egregiously under‐represented. 
The contrasts regarding proportions with internet access are even sharper: fewer than 
one in ten residents of Asia, Africa, and the Middle East have access in comparison to 
over one‐third of Europeans, a majority of Australians, and two‐thirds of North Ameri
cans. Moreover, the distribution of access within regions is hardly uniform. In low access 
regions, countries with relatively higher median incomes, such as Israel, Kuwait, United 
Arab Emirates (Middle East), (p. 773)  Egypt, South Africa (Africa), Japan, South Korea, 
Taiwan and Singapore (Asia), denizens have access rates that are from two to eight times 
as great as the regional average.4 Similarly, nations of the European Union have an inter
net access rate of 49 percent–nearly treble that of non‐member nations. Even if the five‐
year trend of higher growth rates of internet usage among poorer nations were to contin
ue, it would take more than a decade for their levels of access to approach those of their 
wealthier counterparts.
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Table 41.1 Internet access and usage by region, November 2005

Region Population 
est. 2005 
(millions)

% world 
population

Internet 
users (mil
lions)

Usage 
growth 
2000–5%

% internet 
penetration

% world 
users

Africa 896.7 14.0 23.9 429 2.7 2.5

Asia 3,622.9 56.4 327.1 186 9.0 33.9

Europe 804.6 12.5 283.5 170 35.2 29.4

Middle East 187.3 2.9 15.5 370 8.3 1.6

N. America 328.4 5.1 223.9 107 68.2 23.2

C. & S. 
America (in
cl. Mexico)

546.7 8.5 72.8 303 13.3 7.5

Australia/
Oceania

33.4 0.5 17.7 131 52.8 1.8

World Total 6,420.1 100.0 964.3 167 15.0 100.0
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Sources: Demographic (Population) numbers are based on data contained in the world‐gazetteer website; internet 
usage information comes from data published by Nielsen//NetRatings, by the International Telecommunications 
Union, by local NICs, and by other other reliable sources. For definitions, disclaimer, and navigation help, see the 
Site Surfing Guide. www.internetworldstats.com/stats.htm (updated 11/9/05).
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Table 41.2 Digital divide indicators within selected OECD nations

Internet Penetration 2000 Internet Penetration 2000

Nation lowest income (%) % increase 1998–
2000

highest income 
(%)

% increase 1998–
2000

Australia 20 217 50 85

Canada 8 55 45 20

France 3 70 50 60

Japan 5 na 45 na

Netherlands 7 48 67 67

United Kingdom 3 200 50 53

United States 11 80 77 32

(1.) Australia: Lowest income: less than AUD 50,000; highest income: more than AUD 50,000.

(2.) Canada: Lowest: second decile; highest: tenth decile. 1999 level. 1998–9 growth.

(3.) France: Lowest: less than FRF 80,000; highest: more than FRF 450,000. 1999–2000 growth for internet.
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(4.) Japan: Lowest: less than JPY 3 million; highest: more than JPY 12 million. For internet 2000 only; no growth 
available.

(5.) Netherlands: Lowest: first quartile of income; highest: fourth income quartile. 1998–9 growth.

(6.) United Kingdom: Lowest: second decile; highest: tenth decile. 1998–9 and 1999–2000 respectively instead of 
1998 and 2000.

(7.) United States. Lowest: less than USD 15,000; highest: more than USD 75,000.

Source: OECD 2001, 17.
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Using internet access rates to measure the digital divide across nations, however, does 
not tell the whole story. Greater proportions of the populations of wealthier nations can 
afford access to high‐quality broadband capacity than can the populations of poorer na
tions. Moreover, the internet itself has a decidedly Anglo‐American tilt. Nearly 90 percent 
of links to secure commercial servers went to pages in English in 2000, and over one‐
third of all types of websites were written in English in 2005. While these percentages 
will decrease as global (especially American‐based) corporations go multilingual, the 
dominant languages are likely to remain those of the wealthier nations: i.e. English, 
French, German, Spanish, Italian, Portuguese, Dutch, Chinese, Japanese, Korean, and 
Russian (Nationmaster.com; OECD 2001, (p. 774) 23).5 New schemes are underway to 
manufacture and distribute durable handheld and laptop computers that cost less $100 
(US) and can access the internet. But it remains to be seen if wealthy nations will in fact 
support the massive subsidies necessary not only to pay for these computers, but to as
sure that those who receive them have sufficient broadband access. As long as the inter
net remains primarily a commercially oriented vehicle, it will be tilted toward providing 
people more access as customers than as citizens (Media Lab 2005; BBC News 2005; 
Coleman 2005; Redling 2005).

Table 41.2 displays parallel aspects of the digital divide within economically advanced na
tions of the Organization for Economic Cooperation and Development (OECD). For every 
country listed greater proportions of those with high incomes have access to the internet 
than do those with low incomes. Once again, the lower‐income groups generally show 
faster acceleration in expanding their access, but they still lag years behind. The data for 
PC ownership (not shown) for these countries reflect the same relationships. Along with 
income, OECD finds that other indicators of affluence, such as higher education (especial
ly among adults under 50), urban residence, owning a PC and having children in the 
household, belonging to economically advantaged ethnic groups, and being able to afford 
higher access charges, are also positively associated with more time spent online. Rafts 
of academic research and popular reports have uncovered similar patterns.6 Once again 
we must remember that access is a necessary but not a sufficient condition for making 
political uses of the internet. Many people use the internet, but most of them use it for ac
tivities other than politics. And among those who do use it for politics E. E. 
Schattschneider's well‐known observation still applies: “The flaw in the pluralist heaven 
is that the heavenly choir sings with a strong upper‐class [male] accent” (Schattschneider 
1960, 35; OECD 2001, 21; Davis 2005, 71–2; West 2005, 173).

To be sure, notable new political and civic groups have organized via the internet, but 
these groups generally hold narrower views and deliberately attempt to activate narrow
er groups than do mass political parties, daily newspapers, news magazines, or broadcast 
news. Cyberculture tends to reinforce pro‐business/free market initiatives and to frag
ment rather than build the “social capital” of the communities where people actually live 
(Norris 2001, chs. 9–10; Schier 2000, chs. 1, 2, and 6; Putnam 2000, ch. 22).
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Meetup.com is a major exception: an online organization devoted to fostering Putnam's 
idea of social capital throughout the developed world. Meetup.com helps “people [to] find 
others who share their interest or cause, and form lasting, influential, local community 
groups that regularly meet face‐to‐face” regardless of their particular views (Meetup; 
Putnam 2000, ch. 24). Established in 2002, its civic (p. 775) and political groups enjoyed 
phenomenal growth in the run‐up to the November 2004 American presidential election, 
and the organization prospered from fees paid by commercial venues where “Meetups” 
took place, as well as from “unobtrusive text ads” on affiliated groups' websites and from 
optional group members' fees for “Meetup Plus” services. After the election, however, 
when political interest waned (as usual) and memberships declined, Meetup.com an
nounced that beginning May 2005 affiliated groups would have to pay fees for its services 
(Wiki Meetup). On May 9, 2005, Townhall, a politically conservative–and largely Republi
can–group, severed its relationship with Meetup.com substituting a “custom solution 
[called ‘TownSquare’ that will] better cater to the needs of our local groups.” In Septem
ber 2005 Democracy for America, the legacy group of Howard Dean's presidential organi
zation, also set up its own customized tool, “DFA‐Link,” to organize its local group meet
ings independently of Meetup (Townhall; DFA‐Link).7

In July 2005 Meetup.com had approximately 1.6 million registered members and over 
58,000 groups worldwide, and it claimed that individual memberships had increased 
slightly since fees were imposed. The number of groups had declined 50 percent, howev
er, partially due to purging those with fewer than five members. The loss of Townhall and 
DFA (27,500 and 137,500 members in 423 and 707 groups respectively) undoubtedly hurt 
its bottom line, even though most Meetup groups are not devoted to political activism. In
deed, notwithstanding its prestigious board of directors, Meetup.com may need to com
promise its idealistic goals severely in order to survive.8

That political uses of the Net have not produced a significant restructuring of democratic 
politics should not surprise us. Political scientists have found time and again that most 
voters don't know very much about the particular policy issues and that except when cat
aclysmic events like war, social upheaval, or economic depression impinge on their daily 
lives, most people's participation in policy making is limited to casting ballots in elec
tions. Researchers have noted the difficulty of mobilizing citizens to challenge the domi
nation of the major parties and the interest groups that support them, especially when 
they perceive social and economic conditions as relatively benign. Why should we expect 
access to the internet to change these habits? (Gibson, Römmele, and Ward 2004, ch. 10.)

We should not confuse the flowering of email lists, websites, and blogs touting all sorts of 
worthy causes, movements, and interests with a shift in social power in the (p. 776) real 
world. This is not to deny that the internet can facilitate fund‐raising, petition and letter‐
writing campaigns, organizing political demonstrations, or creating flash mobs with polit
ical agendas. Such uses of the net are impressive, but we should remember that the high 
water mark of post‐Second World War democratic activism in Europe and America oc
curred in the late 1960s and early 1970s, years before the internet took root.
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Using the internet as an alternative or supplement to traditional methods of political par
ticipation seems more appropriate than using it to move toward direct–or even delibera
tive–democracy. Electronic voting, for instance, seems like a live option, provided prob
lems of the security and privacy of ballots and the inequalities of the digital divide can be 
overcome (Alvarez and Hall 2004, ch. 8). Those who extol citizens' using the internet to 
participate more fully in formulating public policy seem to forget that representative in
stitutions are not second‐best solutions to the problem of self‐rule created in the techno
logical dark ages before simultaneous communication among citizens became feasible. Do 
we have any reason to believe that direct democracy would actually work the way its ad
vocates hope? Where is the sign that citizens of large, pluralistic, advanced industrial or 
post‐industrial societies care to take on the burdens of crafting public policy? While we 
have placed a greater reliance on public opinion polls of late, do we really believe that 
government by public opinion polls would be good for democracy? Legislatures, execu
tives, and judiciaries, chosen according to constitutionally agreed upon rules, may not 
produce the wisest policies, but do we really think that it would be preferable to rely up
on millions of cyber‐citizens to formulate such policies over the internet? (Mill 1962; Lipp
mann 1993; Alvarez and Hall 2004, ch. 4.)

As suggested above, using the internet to make the output side of government more re
sponsive to citizens looks like a better strategy for encouraging responsible democratic 
participation. Citizens can judge from personal experience how well governmental offi
cials have implemented the internet's capabilities to ease access to information, to 
arrange delivery of services, and to conduct routine transactions, such as obtaining li
censes or permits, bidding on contracts, paying taxes, and so forth. They know the extent 
to which they can transact business with government at convenient times and places as 
opposed to visiting particular offices during restricted hours. How easily can they contact 
officials via e‐mail or telephone? Can forms be processed reliably online, or must citizens 
submit hard copies? How easily can citizens use the internet to register or to vote, to ob
tain relevant information about candidates, issues, or policies, or to provide feedback—
both praise and complaint—to relevant public officials about how governmental policies 
affect them or the people, values, and interests they hold dear? (Curtin, Sommer and Vis‐
Sommer 2003; Lam 2004.) 9

(p. 777) 3 Advantages and Dangers of E‐govern
ment
Throughout history many politicians, political philosophers, and scholars have argued 
that direct democracy tended toward tyranny of the majority, mobocracy, or worse. They 
have contended that evidence—systematic or anecdotal—demonstrates that citizens are 
better at judging the effects of governmental policies retrospectively than they are at pre
dicting them. From the Enlightenment forward democratic theorists have advocated rep
resentative institutions that take account of diverse interests in society, elected represen
tatives who accommodate the wishes of the majority to those of various minorities, and a 
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citizenry that uses its reason to judge their representatives' (or their parties') perfor
mance more upon the results of their recent policies than upon their promises for the fu
ture (Chapman and Pennock 1968; Pitkin 1967; Budge et al. 1972, ch. 3; Fiorina 1981). In 
line with these arguments, this chapter has suggested that we look to the internet's po
tential for improving citizens' retrospective judgments of the consequences of govern
mental policies rather than stress its potential for encouraging citizens' direct participa
tion in formulating those policies. Let us examine how political uses of the internet can be 
structured to accomplish this.

Modern technology has outdistanced the capabilities of eighteenth‐century‐based democ
ratic political institutions, especially elected legislatures, to deal with it. As a result, bu
reaucratic elites, both public and private, play increasingly influential roles in formulat
ing and implementing governmental policies that deal with technologically complex prob
lems that affect the distribution of wealth, the natural environment, the military, public 
health, public safety, medical care, the movement of capital, and the like. Moreover, legis
latures have been notoriously slow in adopting IT necessary for them to engage effective
ly with the executive in formulating these policies, while executive‐controlled bureaucra
cies have been far quicker to adopt these technologies and to use them to shield informa
tion about policy outputs from legislative oversight. Paradoxically, the internet has con
tributed to the trend toward the weakening of legislatures and the strengthening of exec
utive centered government (West 2005, ch. 1; Margolis and Resnick 2000, ch. 4; Davis 
1999, chs. 1 and 7).

This shift toward executive government—buttressed by IT—raises new threats to democ
racy. Just as the internet can provide citizens with information about public policy, it can 
provide governments and other powerful interests with information about citizens' pri
vate lives. Just as it can provide citizens with the means to communicate their reactions 
to public policies, so too it can provide the means for governmental officials and other es
tablished groups to distort, manipulate, or otherwise control accessible information. Real
izing this dark potential could produce a totalitarian nightmare like Orwell's 1984 where 
citizens fear or revere an all‐seeing Big Brother, or a seemingly benign hedonistic society 
like Huxley's Brave New World, where a conditioned citizenry happily accepts the exist
ing social order. In short, the institutional arrangements for managing the net greatly af
fect the extent to which (p. 778) citizens can use it to exercise democratic control (Gibson, 
Römmele, and Ward 2004, ch. 1; Fountain 2001, ch. 11).

Until the early 1990s governments—especially agencies of the United States—and non‐
profit organizations, such as educational institutions and foundations, largely underwrote 
the internet. Users were disproportionately young, male, affluent, college educated, polit
ically active, and libertarian. Self‐selected groups made and enforced rules of intra‐net 
politics (sometimes capriciously) in accordance with their interpretations of netiquette. 
Commercial usage and spam were largely excluded. By the late 1990s, however, cyber
space began to resemble ordinary space. Governments sold off or otherwise turned over 
most of the internet to private hands. As simplified protocols associated with the World 
Wide Web drew millions of novices to cyberspace, commercial enterprises, governmental 
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agencies, and other established social and political organizations jumped online, lest they 
lose touch with customers and clientele or lose out on new markets for goods and ser
vices. The “dot.coms,” which multiplied most quickly, sought to safeguard their invest
ments by developing rules and regulations that resembled those with which their cus
tomers were already familiar. Together with real world allies–governmental and non‐gov
ernmental–they soon rendered netiquette as obsolete as Emily Post for controlling trans
actions via the internet (Fisher, Margolis, and Resnick 1996b; Margolis and Resnick 2000,
ch. 2).

Consumer oriented business models became the norm. Websites offered visitors—cus
tomers, if you will—information, goods, or services for a price. That price might involve a 
direct monetary exchange like an ordinary purchase in the real world or an exposure to a 
particular set of messages analogous to a series of commercials on radio or television. 
But the internet's powers allow advertisers to extract more information about potential 
customers than was possible with any previous mass medium. Websites can record the 
pages each visitor views, the visitor's IP address, the advertisements shown, and the 
length of time spent on each page, and whether or not the visitor clicked on any particu
lar advertisement. “Cookies” can be implanted on visitors' computers so that subsequent 
visits will trigger advertisements or suggestions that cater to the interests inferred from 
their behavior during previous visits. (Users often will be denied service if they do not set 
their browsers to accept all cookies.) Moreover, if visitors can be enticed to leave their e‐
mail (or postal) addresses and demographics, advertisers and other interested parties can 
be sold access to pre‐screened potential customers or supporters without the seller re
vealing specific information about any individual on the list.10

Executive agencies control nearly all the most frequently visited governmental websites. 
As these sites emulate the customer service features of commercial websites, citizens can 
conduct personal transactions interactively, frequently on a “24/7” basis. And just as com
mercial sites can extract information about their visitors, so too can (p. 779) governments 
use the internet's monitoring capacities to extract information about theirs. The service is 
convenient, but the danger here is obvious: it is no trick for executive agencies to assem
ble and to “mine” data on how each citizen uses the internet. Jane Fountain, director of 
the National Center for Digital Government, observed, “using information technology to 
network government [is] relatively simple. The more complex and difficulty challenges 
are to address issues of accountability, equity, and democratic process” (Fountain 2005). 
Unless the people's representatives—elected legislators, ombudsmen, or their designates
—demand unfettered access to nearly all the executive branch's digitized information, 
there is little to stop the executive from deploying the data its agencies gather to exploit 
the internet's dark potential. Formal legislation or regulations that require accountability 
are not self‐enforcing. Unless the burden of demonstrating the necessity of restricting in
formation accords with criteria laid down by general legislation or through exclusions 
granted by special legislation, the executive can deny citizens and their representatives 
the means to fairly assess policy outcomes.
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To rectify this imbalance legislators need to exert more control and better oversight over 
governments' use of the internet and to reinforce that control through assuring citizens' 
easy access to digitized information about how public policies are implemented. They 
must also provide effective means for citizens to communicate to their representatives 
and other governmental officials regarding how those policies are affecting them.

No solution is perfect, however. Even though these reforms would increase the power of 
the people's elected representatives relative to the largely unelected executive branch 
and its technologically adept bureaucracy, they would also increase the danger of dema
gogic legislators—and their financial backers—acquiring new powers to exploit for selfish 
or nefarious purposes. Some unscrupulous legislators would undoubtedly exploit their 
privileged access to information for private advantage, as they have done in the past. But 
consider the alternatives. Should unelected bureaucrats and technological elites control 
the information? What assurances do we have that they will act in the public interest 
more often than will the legislators? Periodically legislators must answer directly to the 
citizenry; the others need not. Nonetheless, to argue that strengthening the legislature's 
control over government's information will promote democracy requires two leaps of 
faith. First, that the great majority of the people's representatives will use their unfet
tered access to the government's digitized information to expose to public scrutiny the 
false claims and deleterious consequences of their colleagues' actions as well as those of 
the executive. And second, that citizens will judge the information against their own expe
rience and will vote to oust the unscrupulous and return responsible representatives in 
their place.

That citizens or their representatives use the internet to acquire the information required 
to make intelligent judgments about the consequences of public policies is necessary—but 
not sufficient—for actualizing the retrospective type of cyber‐democracy this chapter has 
discussed. Information must be organized and presented in a manner that people can un
derstand, citizens and representatives must be encouraged to pay attention to one 
another's communications, and institutional arrangements (p. 780) must prevent powerful 
moneyed interests (national and international) from controlling information necessary for 
legislators to determine the likely consequences of their laws and policies or—worse yet—
from buying those laws and policies outright. Many such arrangements, albeit more with 
regard to policy inputs than to retrospective judgments of policy outputs, have been dis
cussed elsewhere at length. These include education vouchers as awards for community 
service volunteers, protection for knowledgeable whistleblowers, facilitators or modera
tors for online discussion groups, methods of accounting that include environmental costs 
and other externalities, public interest representatives appointed to serve on corporate 
boards, and various reforms of campaign finance and of methods for casting and counting 
ballots. (See Margolis 1979, ch. 7; Budge 1996, chs. 1 and 7; Barber 1998, ch. 2; Davis 
2005, ch. 6; Schier 2000, ch. 6.)

In the last analysis, however, no set of institutional arrangements can guarantee that citi
zens make effective political uses of the net. As in the real world, a viable democracy re
quires that its citizens pay at least a modicum of attention to the quality of governmental 
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services and the consequences of public policies for the polity, not merely to how well 
they receive governmental services and how public policies affect their personal inter
ests. John Stuart Mill said it very well in 1861, when western nations contemplated mas
sive expansions of their electorates:

Thus, a people may prefer a free government, but if, from indolence, or careless
ness, or cowardice, or want of public spirit, they are unequal to the exertions nec
essary to preserve it; if they will not fight for it when it is directly attacked; if they 
can be deluded by the artifices used to cheat them out of it; if by momentary dis
couragement, or temporary panic, or a fit of enthusiasm for an individual, they can 
be induced to lay their liberties at the feet even of a great man or trust him with 
powers that enable him to subvert their institutions; in all these cases they are 
more or less unfit for liberty; and though it may be for their good to have had it, 
even for a short time, they are unlikely long to enjoy it. (Mill 1962, ch. 1)

In this regard, the internet changes nothing.
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Notes:

(1) Even though they opposed McCarthyism and other excesses of the Cold War, the New 
Left's leaders also rejected Soviet style communism. They embraced the critiques of post‐
war radicals like C. Wright Mills and Herbert Marcuse. The former had intellectual ties to 
American Progressivism; the latter had ties to the Frankfurt School.

(2) As of December 2005 the collaboration involved over “13,000 active contributors 
working on over 1,800,000 articles in more than 100 languages” (Wiki About).

(3) For lists, see Organization for Community Networks or Freenets & Community Net
works.

(4) As of this writing (Nov. 2005) the access rate for Iraq is one‐tenth of one percent 
(0.1%). See links on Internet World Stats for details.

(5) This predominance of English and developed nations' languages holds for articles 
written for Wikipedia and for the directors of and the websites associated with ICANN, 
the International Corporation for the Assignment of Names and Numbers (see ICANN).

(6) See Norris 2001, chs. 3–6; West 2005, chs. 7–10 and numerous reports released by the 
Pew Internet and American Life Project (www.pewinternet.org/reports.asp).

(7) While the new fees obviously motivated these changes, Townhall nonetheless boasted 
that the added “improvements” would include: “Conservatives only! No Deaniacs, no lib
erals.”

(8) The five‐member board includes (former) US Senator Bill Bradley and Esther Dyson, 
past Chairman of the ICANN Board. The nine‐member Advisory Council includes Chuck 
De Feo, eCampaign Manager, Bush‐Cheney '04; Jane Fountain, Director of the National 
Center for Digital Government, and Phil Noble, Founder of PoliticsOnline. Despite its ini
tial success, Meetup.com could go the way of “Third Voice,” a browser companion pro
gram that permitted users to post comments on websites visible only to other Third Voice 
users. Introduced with some fanfare in the late 1990s, it initially stirred controversy, but 
it failed to sustain interest and went out of business early in 2001. See Margolis and 
Resnick 1999.

(9) Curtin became editor of the newly established Journal of E‐Government, which com
pleted its second year of publication in Fall 2006.
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(10) For instance, an informational website might invite users to register for chances to 
win a big ticket item in exchange for permission to allow the website to forward them in
formation from sellers who would offer products about which they had inquired during re
cent visits. Alternatively, an e‐mail service like Yahoo's might sell political parties, candi
dates, or interest groups access to users who live in particular locales or have expressed 
interest in particular social or political issues of causes.

Michael Margolis

Michael Margolis is Professor of Political Science at the University of Cincinnati.
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This article discusses certain perspectives on political participation, and highlights the 
cache of information on political science and politics that can be found in abstracts and 
political journals all over the world. The first section in this article begs the question: 
what have we learned? This is answered by looking at several topics related to politics, 
including social movements, protest politics, electronic government and the World Wide 
Web, and civil society. The latter half of the article is devoted to a discussion of the future 
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IN six yearly issues, Political Science Abstracts, which operates under the auspices of the 
International Political Science Association (IPSA), covers about 1,000 political science 
journals worldwide and the articles therein. These abstracts are published electronically 
or in a print version in English despite the fact that many articles are not written in Eng
lish in the original. If one furthermore considers that an estimated 40,000 political scien
tists around the world regularly work on political science subjects, then one gets an idea 
about the wealth of scholarly information that is continuously produced on politics and 
the political science process. But how relevant is this wealth of information for research 
and teaching, and can and is it digested systematically by the scholarly community con
sidering the fact that only a small, even if ever increasing part of these materials is writ
ten in today's lingua franca, English? This is a complex issue which is aggravated by the 
fact that most of the international canon of political science theory, epistemology and 
methodology is dominated by approaches in the field which have been developed and in
stitutionalized in North America and Europe.

This is, of course, not by accident because political science is intimately linked with de
mocratic governance of the liberal pluralist kind and could only thrive under the freedom 
of thought which is an essential element of this type of political order. As it has recently 
spread and continues to spread, in whatever adaptation, to other parts of the world, the 
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multiplicity and complexity of findings from research grows and has to be accommodated, 
at least in the medium to long run, by Handbooks like the one for which this chapter has 
been written.

(p. 784)

Looking at the science system at large, its internationalization—not the least through the 
internet—has created a worldwide community of scholars who are in constant immediate 
interaction and competition. This is now the general practice especially in the sciences, 
and direct or indirect cooperation between scholars enhances the understanding of physi
cal and biological processes dramatically. What makes the sciences special is that they 
are not bound to nation‐state borderlines because they build on a canon of theories, find
ings and research methodologies that are united through a common understanding and 
acceptance of criteria that determine what the scientific status quo, scientific quality and 
progress are and how they can be further developed. In the social sciences, some schol
ars have not given up on coming closer to this unified approach of theory building and re
search practices. But there is also reason for skepticism, given the enormous variability 
of the human nature and the institutions and organizations which have emerged through 
historical time. However, as a look through the nine chapters of this part of the Handbook 
shows, in almost all fields of political participation one finds at least some crystallized 
knowledge of a more general nature which reflects an improved scholarly understanding 
of the structures and processes regarding the various elements of political participation.

What are some of the conditions that have favored this development? One is the contin
ued existence of the nation state which despite its processes of internationalization and 
integration still defines most of the institutional frames in which processes of political 
participation occur, like electoral laws for national and subnational elections. The chapter 
by Blais on “Turnout in Elections” is an excellent example of how research can and must 
draw on such institutional variability when trying to explain turnout and its changes as 
well as to analyze them comparatively.

A second point is that through the internationalization of the science system diffusion of 
theoretical approaches for the analysis of political phenomena has, at least in principle, 
facilitated the cumulation of knowledge through common frames of reference. This is not 
withstanding the fact that the under‐canonization of approaches to the study of social and 
political phenomena makes the integration of findings from different sources often diffi
cult, if not impossible. However, as political science has become more institutionalized in 
universities and transnational organizations like the European Consortium for Political 
Research (ECPR) and IPSA, which are fostering collaborative research networks beyond 
national boundaries, important incentives for systematic comparative research have ma
terialized. The impact of these developments is also clearly visible in the chapters of this 
part of the Handbook.

Finally, there is a remarkable trend from the early days of segmented national cross‐sec
tional studies to longitudinal studies both within and across countries as indicated in the 
survey field e.g. by the various Barometer studies in four continents (Euro, Latino, Africa, 
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Asia), the World Values Surveys, or the European Social Survey which, through their uni
fied databases covering a large number of nation states, now permit comparative micro‐
macro analyses across countries and time. These studies vary in methodological rigor and 
complexity, and they almost exclusively address representative samples of national popu
lations. As became visible in some of the (p. 785) previous chapters, they are well suited to 
contribute to fields like turnout in elections, social capital, political protest, and female 
political engagement. For other fields, similar comparative longitudinal databases are not 
so easily available or available at all, for example, with respect to party membership, so
cial movements, or new modes of campaigning. But even where the databases are more 
satisfactory, they do not always suffice to answer all questions posed, like why we have 
observed a rather sizeable decline in turnout in national elections between 1970 and 
2004.

1 What Have We Learned?

1.1 Civil Society and Social Capital

Political Science, as many other fields in the social sciences and the humanities, is not 
free of scholarly fads. At this point in time, it is not clear whether the concept of civil soci
ety will, twenty years from now, also fall into the fad category. One can easily agree with 
Wnuk‐Lipinski that civil society belongs to the intermediate level of society, that is (most
ly) private organizations which operate between the individual and the macro‐institutions 
of society, most noteworthy the state, but not only the state. De Tocqueville's Democracy 
in America, Kornhauser (1959), or the early Putnam (1993) have all pointed to the impor
tant function of voluntary associations for a stable and effective democracy. It is therefore 
telling that the concept of civil society only re‐emerged, under this name, as a dominant 
concept in the social sciences in the context of democratization and transition research 
with a particular focus on central and eastern Europe, as those countries moved—more or 
less successfully—from totalitarian to democratic political rule, a point that is forcefully 
made in the chapter by Wnuk‐Lipinski. In those countries, civil society was the intermedi
ate crystallization of private citizens that had emerged in opposition to the monolithic to
talitarian state. But this chapter does little to conceptualize civil society in a way that 
would make it an analytically useful tool to systematically guide research in a way not 
thought about and used before.

There is, however, an obvious, though implicit link to a related concept that took on in the 
1990s theoretically in sociology from Coleman and in political science from Putnam: so
cial capital. The theoretical and empirical ambiguities of this concept have been laid out 
perfectly in the chapter by Dietlind Stolle. The main reason why the concept has trig
gered so much response from political scientists is the claim that social capital, that is 
networks of civic engagement which build cohesion and trust between citizens, is an es
sential resource for the well‐functioning and stability of democratic governments and gov
ernance.
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Here, again, the connecting thread to civil society is the role intermediary organizations 
play in the functioning of pluralist democracies—and nothing new at that. (p. 786) What 
made the topic so attractive for contemporary political scientists (most of the publications 
Stolle cites in her chapter date after 1995) was Putnam's claim (e.g. 2000) of the decline 
in social capital, first in the US and then beyond, and its implications for an eventual 
destabilization of western democracy. It cannot come as a surprise that this claim as well 
as the overall concept of social capital were soon challenged both on theoretical, method
ological, and empirical grounds. Nevertheless, as Stolle convincingly shows, social capital 
can connect to a broad variety of topics in political science, and while there are many 
questions which remain to be tackled by empirical research, social capital turns out to be 
one of the most important innovations on the research agenda for the conditions under 
which democratic governance can flourish.

1.2 Turnout and Campaigning

The simple act of voting, as it was once called, has remained the essential source of legiti
mation for democratic governments. Constitutional and institutional factors influence the 
way in which a vote cast by an individual citizen is transformed into positions of collective 
political power. Little wonder, then, that from the early days of democratic governance, 
elections have constituted a core research interest for the social sciences at large well be
yond the narrow realm of political science.

Traditionally, there have been different ways of looking at turnout: high turnout as an in
dication of citizen democratic engagement versus high turnout as an indication of sys
temic unrest, protest, and disaffection; low turnout as an indication of democratic satis
faction or of democratic alienation. While research has shown that any of those interpre
tations at certain points in time and under special contextual circumstances may be valid, 
high turnout for a long time in a large number of stable democracies is associated with 
civicness and system identification. In fact, this perspective has normatively prevailed in 
some democracies to the point where voting became compulsory (very worthwhile read
ing on an imagined situation of evaporating turnout makes a 2004 novel by 1998 Litera
ture Nobel Prize Laureate José Saramago). Research into voting participation dates back 
to the early twentieth century. Since vote counting is a public task and responsibility, it is 
little wonder that excellent public records are available for scrutiny. In Blais's well‐com
posed chapter, he distinguishes between aggregate data, usually from public sources and 
complete for all members of the population entitled to vote, and individual data from 
(mostly) representative sample surveys. In an aggregate analysis of national elections in 
ninety‐nine democratic countries since 1972—altogether 537 elections—he shows that, 
with a great deal of country‐specific variance, on average about three‐quarters of those 
eligible to vote do so. Blais naturally is particularly interested in those institutional fac
tors influencing turnout, and he finds such factors, partly expected ones and partly unex
pected ones. Since these findings are derived from a wealth of different studies with dif
ferent variable constellations, though, the statistical impact of these various factors can
not be precisely quantified and, even worse, generalized. Unfortunately, the same is also 
true for the observed average (p. 787) ten‐percentage point decline in turnout in the thir
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ty‐year period under scrutiny. Thus, it appears that despite the wealth of available empiri
cal data on voting it is not possible to really understand the individual and collective 
meaning behind the observed overall decline in turnout.

Blais's analysis concentrates on systematic and individual properties that may influence 
the individual and collective decision to go or not to go to the polls. However, individual 
predispositions and institutional properties naturally are also influenced by the input side 
of the structures and processes which provide political information and motivation. Both 
at elections usually come from electoral campaigns and the related strategies and efforts 
by the political actors. In the early voting studies, it seemed common wisdom that cam
paigns activate and reinforce, but do not change, political preferences. But this is no 
longer to be assumed because of three major recent developments. The first is the evapo
ration of traditional cleavage structures firmly attaching citizens to particular parties. 
The second is changes in party systems, internal party structures, and party membership. 
The third and probably most important is changes in the structure of media systems and 
the resulting changes in campaign strategies.

It is this latter point which Schmitt‐Beck has taken up in his excellent chapter on “New 
Modes of Campaigning.” The key issue here is whether the “Americanization” of electoral 
campaigns has become a general feature for democracies around the world. Personaliza
tion, the creation of pseudo‐events including candidate TV debates, negative campaign
ing, and the underpinning of campaign strategies by social research are indeed features 
which have spread almost worldwide. Needless to say that all this happens against the 
backdrop of nation‐ and culture‐specific conditions and is thus ameliorated in its effects 
on the popular vote. Schmitt‐Beck, in his conclusion, discusses the potential positive and 
negative effects of modern campaigning, and this field for obvious reasons is one of the 
best researched in political science. However, elections in pluralist democracies are ex
tremely complex processes. For instance, modern campaign strategies cannot be easily 
used for manipulation because information on these strategies among political actors and 
citizens diffuses so easily in knowledge societies. One important question, namely 
whether modern campaign styles have had an impact on the shrinking trust in and satis
faction with democratic political institutions and governments, has not been asked in this 
chapter and therefore awaits future clarification.

1.3 Political Participation through Parties

The observed decline in party membership has begun to challenge the notion that without 
political parties the democratic process cannot function, an assumption which had even 
found its way into the German Constitution in 1949. Thus, it is not by chance that in 
Scarrow's entry on “Political Activism and Party Members” the existence and role of polit
ical parties for the functioning of the democratic process is taken for granted and there
fore not addressed.

(p. 788)
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Given this premise, the question is even more in need of systematic scrutiny how political 
parties as membership organizations have fared in the last decades. Research on party 
membership has demonstrated that it is not easy to measure it, and this is especially true 
as modern computer‐based book‐keeping techniques can now give a much more reliable 
and up‐to‐date account of the status of party membership than before. Whatever mea
surement procedure is applied, though, the general outcome at least in the European 
multi‐party systems is that since the 1980s there has been an across the board decline in 
membership. Looking at the three factors of dealignment, growth of direct action politics 
and the medialization of politics through centralized campaigns alone should make it 
plausible why such a decline occurred which, incidentally, has not been compensated in 
the aggregate by the emergence of new parties like the Greens.

Scarrow in her chapter emphasizes that over the last two decades scholars have conduct
ed a lot of research into party members, their demography, issue preferences, beliefs, and 
level of internal party activity. However, these studies have been loosely integrated across 
national boundaries and lack, most importantly, a systematic longitudinal dimension—
both in the aggregate and on the individual level. Thus, it is difficult to assess the long‐
term implications of the observed membership decline for the internal functioning of par
ties. Needless to say, these findings will also lead to the questions about the effects of 
changes in the structure, membership composition, and level of internal membership en
gagement on the legitimacy of the institution of party in democratic politics and on the 
functioning of interest aggregation in the democratic process.

1.4 The Gender Gap in Political Participation

For a long time in political sociology, it fared as certified truth that men were more politi
cally active than women. That this is no longer true, at least not in established democra
cies, is documented in an encompassing way by Norris's excellent chapter on “New Femi
nist Challenges to the Study of Political Engagement.” To assess the structure and dynam
ics of female political engagement is, incidentally, not the least due to the fact that 
through the development of the survey methodology and comparative and longitudinal 
studies in the twentieth century, the data necessary for this kind of analysis was collected 
on a regular basis. We will not discuss the details of the many results which Norris 
presents. It may suffice to say that by now the previous gender gap in political involve
ment in modern democratic societies has disappeared in voting, is hardly visible—if not 
even reversed—for unconventional forms of political action, remains visible in horizontal 
divisions of associational life, and is most marked for representation in legislatures and 
cabinets. Although Norris does not address this point, it must be added that an even larg
er gap exists when it comes to high‐ranking positions in the business world.

To explain such differences, Norris points to cultural attitudes and civic resources that ac
cording to the literature operate as important explanatory approaches for the engage
ment gender gap. But also structural factors must come into consideration, (p. 789) since 
developed societies differ in the extent to which societal resources are made available 
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which enable women in family‐like structures or individually to balance the roles of both 
mother and professional.

Beyond this, the introduction of demand‐side aspects systematically enriches theoretical 
perspectives in the gender gap research. For one, this refers to the influence of organiza
tions, formal rules, and informal practices that help to maintain gender gaps in political 
and social life. On the other hand, Norris refers to the feminist concept of gendered insti
tutions in the sense that the functioning of institutions can implicitly or explicitly rein
force divisions in resource allocation which influence gendered career patterns.

In sum, then, the analysis of gender differences in political involvement and participation 
is an excellent example of how existing databases can be scrutinized under innovative 
theoretical perspectives which in turn can stimulate new research and new research 
methodologies.

1.5 Social Movements and Protest Politics

It is not by chance that about the same time—in the late 1960s and early 1970s—both so
cial movements and protest politics became new objects of political science scrutiny. The 
established, election‐centered politics had become commonplace—for many people even 
boring and unsatisfactory. The post‐war economies in Europe and North America blos
somed, and educational reforms began to create more resourceful segments of the popu
lation. These developments jointly became harbingers of emerging value changes that al
so entailed quests for participatory rights beyond the vote. Student protest around the 
western world, but also race riots in the US and large‐scale opposition against the Viet
nam War engagement of that country challenged institutionalized means of political par
ticipation. In the beginning, it was not at all clear whether such protests implied a chal
lenge to established structures and modes of democratic governance to a point where 
transformations to some kind of a socialist/communist system were imminent. But it did 
not take long before it became clear that the challenge was not a basic one to the plural
ist democratic system but to what was perceived by some as the vote not being a suffi
cient way to utter and implement political preferences (Barnes, Kaase, et al. 1979).

Rucht, in his handbook entry, rightly points out that research in this field has neither re
sulted in a convergent theoretical perspective nor in integrated research strategies. This 
is not the least due to the fact that protest—that is activities outside the realm of the in
stitutionalized political process—has become manifold in form and ubiquitous in occur
rence. They now belong to the normal political repertory of practically all groups of soci
ety. (Rucht mentions that in the German capital of Berlin between 2,000 and 2,500 
protest rallies take place every year.) Thus, it would not be wrong to speak of protest as a 
non‐institutionalized normal mode of political engagement (the concept of normality does, 
of course, no longer apply in case protest actions become violent).

(p. 790)
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If used as a political strategy to achieve political goals, protest has to define target actors 
in institutionalized politics. One of the topics where research has been largely missing is 
the question of the impact of protest activities on political outcomes. Next to the observa
tion that effects will most likely become visible when local problems and actors are tar
geted, certainly the rise and organization of the protest groups as well as the societal 
reach of the issue at stake come into view. And this is the link to the related topic of so
cial movements, that is, organizations with an internal structure of some permanence and 
a concentration on a reasonably well‐defined segment of the overall political issue agen
da.

In political sociology, the concept of social movements was initially used for developments 
at a time when in the process of democratization mediating structures like parties and as
sociations were established; the workers movement is a case in point. The reinvention of 
the concept then occurred in the 1970s under the label of new social movements because 
of similarities in structure and organization to the old ones, but with different issue agen
das. Here, the most prominent examples are the environmental, the peace, and the 
women's movements, although this list is not exhaustive.

The chapter by Koopmans is almost exclusively concerned with the theoretical underpin
nings of movement research. Probably most interesting, beyond the various theoretical 
approaches he discusses, is his concern that social movement research must find a way 
between the futile search for universal laws reigning this phenomenon and unsatisfactory 
ad hoc descriptive accounts. Given that the chapter finds it difficult to systematize empiri
cal findings from movement research, one must conclude that, whatever theoretical ap
proach is chosen at the end, it requires more comparative and longitudinal research not 
the least to demarcate the line between social movements and NGOs and to determine 
whether social movements are a passing fancy or not.

1.6 The World Wide Web and Electronic Government

One of the issues challenging political thinkers and scientists alike is the promises and 
frailties of direct democracy. This topic is mentioned here not for detailed scrutiny. 
Rather, it is addressed because in the chapter by Margolis he looks at the promises and 
problematiques for the democratic political process originating from the increasing avail
ability of the internet.

One of the topics that has intrigued social researchers from the beginning is the notion of 
the digital divide within and between countries: this refers to the observation that access 
to the internet and to the necessary hardware depends nationally on economic develop
ment and individually on resources like education and income. But for those political sci
entists working in and on advanced established democracies, the digital divide is at best a 
passing fancy and does not impinge in principle on the positive options foreseen for par
ticipatory advancement. However, Margolis, in his encompassing review of the literature, 
pours a lot of water into this wine in (p. 791) pointing out that almost all of the promises 
associated with the internet promoting political participation have not come true or have 
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shown a double face. Nevertheless, given the wide use that governments, parties, and so
cial groups make of the internet, the problematique remains a viable one for political re
search.

2 Political Participation: Past Achievements 
and Future Visions

2.1 Will Democracy Prevail?

It is a trivium these days that political participation is inextricably related to the democra
tic process. There cannot be any democracy without the inclusion of the populus and its 
institutionalized right to determine by whom it is governed through regular elections in 
order to ascertain that a change in those who hold democratic offices is possible. Also, 
there can be no question that the overarching one‐person‐one‐vote principle and the in
clusiveness of the right to vote are the essence of democratic politics, encompassing prin
ciples which it took a century to install in liberal pluralist democracies operating under 
legal rule in a Rechtsstaat.

It is another trivium that liberal pluralist democracy is not an “easy” political system. 
Huntington (1991) has shown that the “velvet revolution” in central and eastern Europe is 
another step in a difficult process of the establishment, breakdown, and then re‐establish
ment of democratic rule in the twentieth century. Thus, while there are now more democ
racies in the world than in any other historical period before, their consolidation can nev
er be taken for granted.

This consideration at first view may be least pertinent for the established democracies of 
North America and western Europe. However, increasing streams of migrants into those 
regions from economically disadvantaged parts of the world create new challenges for de
mocratic governance. A major problem which is related to the concept of inclusiveness 
arises from different value systems of the inhabitant and immigrating population. Citizen
ship and civicness are at stake, and this has recently become most visible in western Eu
rope in the clash of religious beliefs which has led to conflicts between particularistic and 
universalistic values and results, in its extreme, in terrorist attacks like the ones in the 
US, the United Kingdom, and Spain.

The issue of multiculturalism and its integration in the context of the nation‐state is ag
gravated by the decreasing role of the nation‐state in framing the political involvement of 
its citizens in its capability to provide binding legal rules for action in all areas of life. The 
internationalization of business, capital movements, communication, and travel already is 
a challenge in its own right. On top of this comes the emergence of multifaceted interna
tional quasi‐state and intermediary organizations like the European Union and the NGOs 
which all impinge on the nation‐state's (p. 792) capacity to act on its own account, not to 
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speak of the legitimation problems which arise from these processes of internationaliza
tion.

Given the apparent exhaustion of viable alternatives of political organization to democrat
ic rule, one may speculate that it will be only a matter of time until this type of political 
system will prevail around the world given its institutionalized emphasis on the rule of 
law, equality, freedom, individual rights, and rejection of violence as a political means. Re
search has amply demonstrated, though, that the institutions of democracy can take 
many shapes, and this is already true for the western world. As liberal pluralist democra
cy spreads around the world, then, the question arises whether western values of individ
ualism square well with other, deeply embedded value systems like familialism in Asia, a 
question which is answered in the negative, for example by Jang (2006). One systematic 
consideration from the above observations is that the spread of democratic rule is also a 
major challenge for comparative political science research to extend its reach beyond Eu
rope and North America to properly understand the conditions under which democratic 
governance continues to thrive both in the established and in the less established democ
racies.

In methodological terms, these developments open new avenues for the better under
standing of how institutional (macro), intermediary (meso), and individual (micro) factors 
interact in creating particular social and political outcomes which help democracies to 
thrive. As was mentioned in the beginning, political scientists have gone a long way al
ready to establish longitudinal databases for the study of individual political, social, and 
cultural beliefs. And as these databases are becoming increasingly harmonized, the fu
ture challenge will be to find valid and reliable indicators which can succinctly character
ize the institutional and organizational make‐up of nation states in order to permit the mi
cro‐macro analyses of democratic processes and governance so badly needed.

2.2 The Future Scope of Political Participation

Given the essential role of elections in the allocation of temporary power to reigning 
elites in democracies, it cannot surprise anybody that voting studies have been the core 
topic for research on participation for a long time. With the institutionalization of survey‐
based voting studies in many countries, some of them having become increasingly com
plex as panels and through the inclusion of media studies, there is now an enormous body 
of empirical evidence helping to understand why citizens go to the polls and why they 
vote for one of the party choices offered in the particular polity. It has to be added that 
the options for the empirical study of elections has been enhanced by the fact that, start
ing almost fifty years ago, the primary researchers on elections have helped to engage in 
the building of data archives around the world which have made access to election study 
data easy and cost‐effective for secondary research. Still, given the institutional diversity 
of democratic systems, it cannot come as a surprise that the comparative study of elec
tions has lagged behind for a long time and continues to lag despite the existence of the 
Comparative Study of Electoral (p. 793) Systems (CSES). Nevertheless, election studies 
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have been and will remain a core pillar of participation research around the democratic 
world.

If one looks back at the first empirical study of political participation (Milbrath 1965), 
then one can easily see that it concentrated on acts related to the vote. With the protest 
movements of the 1960s previously alluded to, participation research extended in the 
realm of uninstitutionalized political participation, like signing petitions, joining boycotts, 
going to demonstrations and—a little later—joining a citizen action group. The first major 
piece of comparative research into this field was the eight‐nation Political Action Study 

(Barnes, Kaase, et al. 1979). One of its major findings was that these participatory acts, at 
least the non‐violent ones, indicated an extension of the citizen's political action repertory 
within the realm of democratic engagement, but did not signal a turn away from liberal 
pluralist democracies, as some of the crisis theories emerging at the time had suspected. 
Ongoing research in this field has corroborated, as Rucht points out in his chapter in this 
volume, that one can almost speak of a normalization of non‐violent uninstitutionalized 
forms of political participation.

This is an important finding because it speaks to the adaptability of democracies to 
processes of social and political change, thereby making democratic systems stronger 
and not weaker. The most recent corroboration of this conclusion is an analysis by Norris 
(2006) on the basis of the about eighty countries around the world included in the year 
2000 wave of the World Values Study. Not only does her analysis confirm findings from 
Political Action and beyond; by introducing a macro‐distinction between fragile and sta
ble democracies and autocracies she can show the different impact of direct action poli
tics on both types of political systems in that it encourages strong democracies and tends 
to destabilize autocratic regimes. This is a telling example of what deeper insights can be 
gained by combining micro‐ and macro‐data from a broad variety of countries.

Since these are findings on the democratic process that can be generalized across democ
racies, one would expect that the extension of the participatory repertory would also 
raise or keep at least at a high level the legitimacy of democratic polities. However, as 

Dalton (2004) has shown in a comparative longitudinal analysis of survey data, such a 
conclusion is premature, or rather outright wrong. The fact of the matter is rather that 
since the early 1990s western democracies have experienced a considerable decline in 
political trust and satisfaction. This decline has not yet reached the dimension of accep
tance of democracy as such, but not only targets the political authorities, but also reaches 
out into the realm of democratic political institutions. Along similar lines goes the analy
sis by Putnam (e.g. 2000) about a decline in social capital which he views as a challenge 
and danger for the established democracies (for details of the social capital discussion 
see the chapter by Stolle in this volume).

These are surprising findings indeed not only because the eclipse of totalitarian commu
nism at the time of the beginning of the downturn has eliminated the only viable competi
tor to democracy, but also because Roller (2005) has shown that, different from what the 
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crisis of democracy theories have implied, there was no loss in effectiveness in democrat
ic performance in that period.

(p. 794)

Dalton (2004) has tried to explain the observed decline in support and satisfaction with 
macro‐variables like changing values, media effects, and lack of economic performance, 
but concludes that the effects of these and other macro‐variables on the decline are small 
indeed and may point to a convergence of causes, without, though, being able to put this 
conclusion on safe quantitative grounds. Another explanation of a more basic kind, al
though not testable empirically with the data at hand is that the loss of the communist 
counterpart has people made more aware of the weaknesses of the democratic process, 
weaknesses which surely have existed also before 1990, but may, of course, then have be
come more visible and therefore issues of public debate.

Benjamin Barber's strong democracy concept (1984) emphasizes the need for more demo
cratic participation by the citizenry, and this squares well with the ongoing debate on di
rect democracy (e.g. Budge 1996), electronic and deliberative democracy (Kaase 2002), 
the planning cell (Dienel 1991), and representative citizen parliaments (e.g. Dahl 1989; 
Fishkin 1995). These approaches share the notion that the time has come to install new 
modes of democratic involvement beyond the vote in order to increase democratic legiti
macy. Interestingly enough, the empirical evidence is ignored that even in democracies 
political affairs continue to rank rather low in the list of priorities citizens give to a vari
ety of life domains and that referenda are open for manipulation by powerful interests.

Already for quite some time research has shown in particular for the Swiss example that 
direct democracy works well—and best—on the local level. Cain, Dalton, and Scarrow 
(2003) have thoroughly scrutinized the available evidence on institutional changes that 
have been implemented in various polities in the dimensions of representative, direct, and 
advocacy democracy where citizens become directly involved in the policy formation 
process. This analysis shows that there have been, indeed, over the last two or three 
decades substantial advances in opening up avenues beyond the vote in order to permit 
citizens more influence in political decision‐making. Neither can these analyses docu
ment, though, that such efforts have enhanced democratic legitimacy nor do they ade
quately address the problem of democratic equality which had been so elegantly solved 
by the one‐person‐one‐vote logic a century ago. This consideration directly leads to the 
essential democratic challenge of accountability: which political decisions for the polity 
are taken legitimately by whom, how can the responsible actors be held accountable for 
decisions they have taken, and what are the defined channels to revoke such decisions if 
the need arises?

The farthest political scientists have gone in their reaction to the observed crisis of demo
cratic support and satisfaction can be found in a report by Schmitter and Trechsel (2005)
for the Council of Europe under the title “The Future of Democracy in Europe.” In this 
document, they present a “wish list” of twenty‐eight democratic reforms pertaining to 
greatly enhanced participatory rights embedded in large institutional reforms of the de
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mocratic political process. We cannot discuss these proposals here at any length. We ref
erence this work only to show that many ideas along these lines vagabond in scholarly 
discourse although they avoid any detailed discussion on implementation and its conse
quences for the operation of the political process.

(p. 795) 3 In Lieu of a Conclusion
Part VI of this volume gives a very good overview of the state of participation research in 
political science. It documents what has been achieved, the extent to which knowledge 
and understanding of participatory phenomena has been enhanced over the years, and 
the lacunae of missing knowledge that still exist. In order to improve the understanding 
of what has been shown to be a moving target, surely three weaknesses need to be con
fronted: better theoretical underpinnings are needed, an extension of the polities to be in
cluded in empirical research is to be aimed for, and more sophisticated multi‐level‐dynam
ic research designs must be developed to cope with the growing complexity of the partici
patory space.

References

BARBER, B. 1984. Strong Democracy: Politics for a New Age. Berkeley: University of 
California Press.

BARNES, S. H., KAASE, M., et al. 1979. Political Action: Mass Participation in Five West
ern Democracies. Beverly Hills, Calif.: Sage.

BUDGE, I. 1996. The New Challenge of Direct Democracy. Cambridge: Polity Press.

CAIN, B. E., DALTON, R. J., SCARROW, S. E. 2003. Democracy Transformed? New York. 
Oxford University Press.

DAHL, R. A. 1989. Democracy and its Critics. New Haven: Yale University Press.

DALTON, R. J. 2004. Democratic Challenges, Democratic Choices: The Erosion of Politi
cal Support in Advanced Industrial Democracies. Oxford: Oxford University Press.

DIENEL, P. C. 1991. Die Planungszelle: Der Bürger plant seine Umwelt. Eine Alternative 
zur Establishment‐Demokratie. Opladen: Westdeutscher Verlag.

FISHKIN, J. S. 1995. The Voice of the People: Public Opinion and Democracy. New 
Haven: Yale University Press.

HUNTINGTON, S. P. 1991. The Third Wave: Democratization in the Late Twentieth Cen
tury. Norman: The University of Oklahoma Press.

JANG, D.‐J. 2006. East Asian perspectives on liberal democracy: a critical evaluation. Pp. 
37–56 in Democracy in Asia, Europe and the World: Toward a Universal Definition?, ed. 
C.‐S. Ahn and B. Fort. Singapore: Marshall Cavendish Academic.



Perspectives on Political Participation

Page 14 of 14

KAASE, M. 2002. Elektronische Demokratie: Wird ein Traum wahr? Pp. 260–83 in Bürger 
und Demokratie in Ost und West, ed. D. Fuchs, E. Roller, B. Wessels. Wiesbaden: West
deutscher Verlag.

KORNHAUSER, W. 1959. The Politics of Mass Society. New York: The Free Press.

MILBRATH, L. W. 1965. Political Participation. Chicago: Rand McNally.

NORRIS, P. 2006. Political protest in fragile states. Paper presented at the 20th World 
Congress of the International Political Science Foundation (IPSA). Fukuoka, Japan.

PUTNAM, R. D. 1993. Making Democracy Work: Civic Traditions in Modern Italy. Prince
ton: Princeton University Press.

—— 2000. Bowling Alone: The Collapse and Revival of American Community. New York: 
Simon & Schuster.

(p. 796) ROLLER, E. 2005. The Performance of Democracies: Political Institutions and 
Public Policy. Oxford: Oxford University Press.

SARAMAGO, J. 2004. Ensaio sobre e lucidez. Lisbon: Editorial Caminho.

SCHMITTER, P. C., and TRECHSEL, A. H. 2005. The Future of Democracy in Europe: 
Trends, Analyses and Reforms. Strasbourg: The Council of Europe.

Max Kaase

Max Kaase is Professor Emeritus of Political Science at the University of Mannheim.



The Relationship between Public Opinion and Policy

Page 1 of 23

Print Publication Date:  Aug 2007
Subject:  Political Science, Comparative Politics, Public Policy
Online Publication Date:  Sep 2009 DOI:  10.1093/oxfordhb/9780199270125.003.0043

The Relationship between Public Opinion and Policy 
Christopher Wlezien and Stuart N. Soroka
The Oxford Handbook of Political Behavior
Edited by Russell J. Dalton and Hans‐Dieter Klingemann

 

Abstract and Keywords

This article provides a review of the empirical literature testing a general model where 
policy is considered as a function of public preferences. It considers the mechanics by 
which the preferences are converted to policy along with the extensions of the basic mod
el. In this article, public opinion is used as an independent variable, and is considered as 
an important driver of public policy change. Opinion is reconsidered as a dependent vari
able, especially its responsiveness to policy change.
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DOES public opinion matter? Many of the preceding chapters presuppose that it does—
that belief systems, political values, socialization, and the many determinants of voting 
behavior are of fundamental importance to the study of politics. Political beliefs and vot
ing behavior are certainly important enough on their own to warrant study. But their sig
nificance to political scientists is most often rooted in the sense that—perhaps through 
changing preferences or through shifts in voting behavior—public opinion can affect poli
cy outcomes. The link between public opinion and public policy is thus fundamental to the 
study of political behavior. In the words of Erikson, Wright, and McIver (1993, 1), “Ulti
mately, virtually all public opinion research bears on the question of popular control.”

The significance of an opinion‐policy link is by no means exclusive to work on public opin
ion. The vast body of research on electoral representation—on the link (p. 800) between 
the distribution of votes and seats—is at its heart interested in the extent to which public 
preferences will be reflected in policy (e.g. Lijphart 1994; Taagepera and Shugart 1989; 
Cox 1997). This connection is explicit in Powell's (2000) recent work, which shifts the fo
cus of electoral institutional analysis away from votes and seats. A critical test of elec
toral institutions, Powell suggests, is the link between citizen preferences and govern
ment policy positions. While not examining public opinion and policies directly, this work 
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highlights the centrality of the opinion‐policy link in the study of representative democra
cy.

The current chapter reviews the empirical literature testing a general model in which pol
icy is considered to be a function of public preferences. The mechanics by which prefer
ences are converted to policy are considered along with extensions of the basic model—
extensions through which the magnitude of opinion representation varies systematically 
across issues and political institutions. For much of the chapter, then, and in contrast with 
preceding chapters, public opinion is an independent variable—an important driver of 
public policy change. In a concluding section, we reconsider opinion as a dependent vari
able, specifically, its responsiveness to policy change. The ongoing existence of both poli
cy representation and public responsiveness is critical to the functioning of representa
tive democracy.

1 Opinion Representation in Theory and Prac
tise
A fundamental principle of democratic government is that policy will be a function of 
opinion (see e.g. Dahl 1971; Weale 1999; Pitkin 1967). We can express this expectation 
formally, as follows:

 where P designates policy and O opinion.1 To be absolutely clear, we expect a positive rela

tionship between opinion and policy—when the public wants a lot of policy, they should get a lot 
of policy. Whether and the extent to which this is true is a critical indicator of representative 
governance, and versions of this simple function have generated no small amount of attention 
from political scientists.

1.1 Dyadic Representation

Early empirical work on the opinion‐policy link was sparked in large part by Miller and 
Stokes's (1963) “Constituency influence in Congress.” These authors brought together 

(p. 801) data on public preferences by constituency, and both surveys and roll call voting 
behavior of US members of congress (MCs) on social welfare, foreign affairs, and civil 
rights. Correlations between constituency preferences and MC's behavior suggested that 
the latter was guided in part by constituency opinion. The finding was striking at the 
time, empirically demonstrating a mode of representation quite different from the party‐
centered work that had preceded it.

This seminal study—alongside other critical early works such as Mayhew's (1974) Con
gress: The Electoral Connection, Clausen's (1973) How Congressmen Decide, and 

Kingdon's (1973) Congressmen's Voting Decisions—spawned a vast literature seeking to 
establish links between the voting behavior of representatives and some combination of 

(1)
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constituency opinion, constituency aggregate demographics, and representatives' own 
demographic traits and party affiliations.2 The research is largely restricted to the US, 
where roll call votes are readily available (and party discipline has been weak), though 
there are important and informative exceptions (e.g. Barnes 1977; Converse and Pierce 
1986; Matthews and Valen 1999).3

Referred to as studies of dyadic representation (Weissberg 1978), the literature on roll 
call voting asserts that representation is to be found in the relationship between individ
ual constituencies and individual representatives. A good amount of work bears out sig
nificant connections in the US House of Representatives and Senate (Erikson and Wright 
1997, 2000; Wright and Berkman 1986; Wright 1989a, 1989b). That representation in this 
work is at the constituency level—focusing on the behavior of legislators—is important, as 
we shall see below.

1.2 Collective Representation

Another body of work examines relationships between aggregated public preferences and 
system‐level policy outcomes. This research is based on a view of representation ontologi
cally different from that which guides work on dyadic representation. Here, representa
tion is viewed as a systemic property, located not in the behavior of individuals but in the 
overall functioning of the entire representative policy‐making system. The difference is 
partly a function of outcome variables: for the roll call voting literature, the outcome is 
clearly MC's votes; for the literature on collective representation, the outcome is policy. 
And policy is of course not the outcome of a single legislator, but the entire policy‐making 
system. Concordance between individual legislators' actions and constituency prefer
ences is thus a helpful but not sufficient condition for policy representation; most individ
ual representatives could in fact vote against the majority opinion in their district. So long 
as the various district preferences were reflected in the votes of other districts' represen
tatives, policy outcomes could still be representative of the (national) majority preference 

(e.g. Hurley 1982). What is critical (p. 802) in this view aren't the individual votes that 
contribute to the policy outcome, but the outcome itself—and of course the extent to 
which that outcome is in agreement with aggregated public preferences.

The notion of representation as a function of system‐level policy outcomes underlies a 
vast literature on the “opinion‐policy nexus.” The literature is wide and varied; we offer a 
brief review here, distinguishing between three different approaches: (1) consistency; (2) 
covariation; and (3) congruence.4 These approaches are differentiated to a large extent 
by data availability, though as we shall see each has its advantages.

1.2.1 Policy Consistency: Preferences for Change
We draw the “policy consistency” designation from Monroe (1979, 1998), whose work on 
the US provides an archetypal example of this line of analysis. This research asks, To 
what extent is policy change consistent with a proximate public preference for policy 
change? The approach involves identifying a single survey question asking about policy 
change, and examining the relationship between the proportion of respondents favoring 
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that change and the existence of proximate changes in policy. “Consistency,” then, refers 
to the match between public preferences for change and actual policy change. Across 556 
cases from 1981 to 1993, for instance, Monroe finds a consistency score of 55 percent.

Consistency scores can be estimated for separate policy domains or different time peri
ods. Indeed, this is where consistency scores are most interesting—they can indicate 
those domains in which opinion representation is particularly good (or bad). What consis
tency scores cannot do is establish a clear causal connection between public opinion and 
policy change. As Monroe (1998, 12) himself notes, the best this kind of analysis can do is 
to establish the coincidence of a public preference for change and actual policy change. A 
demonstration that preferences lead policy requires an analysis of data over time—data 
that can show, at least, that the public preference for change precedes the policy change.

The principal advantages of the consistency approach relate to the fact that it requires 
relatively little data—indeed, each case requires just one survey result, and the capacity 
to assess whether there was a proximate change in policy in that domain. As a conse
quence, the approach can easily include a wide range of policy issues. Where overall poli
cy responsiveness is concerned, the inclusion of as many policy domains as possible is 
critical. Polling questions deal with issues of some level of public salience, so estimated 
overall responsiveness will be based on a rather restricted set of policy domains. More
over, because policy responsiveness is likely greatest for salient issues—as we shall dis
cuss further below—an estimate of overall policy responsiveness will almost necessarily 
be biased upwards, relying as it does on only those salient issues about which pollsters 
ask questions (see Burstein 2003). The consistency approach, by requiring just a single 
question, can encompass a broader spectrum of policy issues than do the more data‐in
tensive covariation or congruence approaches described below.

(p. 803)

Relatively light data requirements also mean that the consistency approach has been 
quite easily exported outside the US to countries where comparatively less opinion data 
are available (e.g. Brooks 1985, 1987, 1990; Petry 1999; Petry and Mendelsohn 2004; 
Brettschneider 1996). These studies compare preferences for policy change at a single 
point with actual policy change within a subsequent period—usually the next twelve 
months—and in so doing add much to our understanding of the opinion‐policy link across 
countries. The ongoing interaction between opinion and policy is however more adequate
ly captured by the covariation and congruence approaches, as we shall see.

1.2.2 Policy Covariation I: Policy and Opinion, Before and After
Policy covariation studies involve a slightly more data‐intensive approach to the link be
tween opinion and policy. While consistency studies measure preference for policy change 
at a single point in time, covariation studies rely on cases in which the same policy ques
tion was asked at two different points in time. Changes in the distribution of responses 
over that period are compared with proximate policy change. Measures of policy also 
tend to be more comprehensive in this approach. Policy is typically examined both before 
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and after the period of opinion change, so it is clearer when opinion precedes policy, or 
vice versa. The central question, then, is: To what extent do changes in policy follow relat
ed changes in public preferences for policy?

Studies of policy covariation go further than consistency studies in examining both opin
ion and policy over time, and are thus better equipped to examine the causal order of 
opinion and policy change. The best‐known and most comprehensive study of policy co
variation is Page and Shapiro's (1983) study of over 300 federal US policy issues from the 
mid‐1930s to the late 1970s. These authors compare measures of opinion and policy 
across domains and institutions, similar to Monroe, but with the additional advantage of 
being able to ascertain whether policy change followed or preceded opinion change. In
deed, a critical insight offered by this approach is that policy change often precedes 

measured opinion change. Page and Shapiro (1983) find that policy may have affected 
opinion in almost half their cases.

The covariation approach has been used outside the US as well (e.g. Bélanger and Pétry 
2005; Isernia, Juhasz, and Rattinger 2002). The approach has much to recommend it: it is 
not so data intensive as to be difficult outside the US, but at the same time it gathers 
enough information to get a general sense for the direction of causality between opinion 
and policy. Still, as with consistency, the limited period over which preferences and poli
cies are measured makes it difficult to ascertain which came first. Preferences can 
change at a particular point in time because of previous policy changes, for instance. This 
ongoing interaction over time is missed by the covariation approach, but captured in the 
congruence approach below.

1.2.3 Policy Covariation II: Policy and Opinion across Space
An additional policy covariation model examines the relationship between policy and 
opinion across space—typically, across US states. Like the Page and Shapiro method, this 
approach is based on variation in both opinion and policy. Here, however, the (p. 804) vari
ation is not across two points in time, but across contexts. The central question, then, is 

To what extent do levels of policy vary across states alongside public preferences for poli
cy? Erikson, Wright, and McIver's (1993) Statehouse Democracy stands out as the best‐
known example of this kind of research. These authors examine the relationship between 
estimated state ideology scores and a measure of state policy liberalism; results show 
quite a strong relationship between the two.

The analysis of opinion and policy relationships across space has been used elsewhere, 
particularly in work on US state abortion policy (e.g. Goggin and Wlezien 1993; Norran
der and Wilcox 1999). The methodological approach is a powerful one, though its use out
side the US has been limited, presumably due to a lack of sufficient data at the subnation
al level. Much the same has been true cross‐national research. There was some early 
work focusing on the convergence between mass and elite views on issues (especially 
Dalton 1985; also see Thomassen and Schmitt 1997), but only very recently have scholars 



The Relationship between Public Opinion and Policy

Page 6 of 23

begun to directly assess the relationships between opinion and policy across countries 

(e.g. Brooks and Manza 2006).

1.2.4 Policy Congruence: Dynamic Representation
The central questions in the study of the opinion‐policy nexus are, To what extent is policy 
development congruent with changes in public preferences for policy?, and To what ex
tent do public preferences for policy react to policy change? These questions are best ad
dressed using an analysis of time‐series data on both public preferences and policy—we 
refer to this here as the congruence approach. To really tease out the dynamic relation
ship between opinion and policy, we need dynamic data.

Early work on dynamic representation preceded the development of the time‐series 
econometrics which have come to characterize the field. In The Attentive Public, Devine's 
(1970) analysis includes plots of (survey‐based) mean policy support measures for differ
ent publics, alongside appropriations in those domains. Similarly, Weissberg (1976) plots 
opinion measures alongside spending measures for eleven different US policy domains, 
and Burstein (1979) tracks opinion and antidiscrimination policy. In each case, over‐time 
analysis consists mainly of visual interpretations of graphs. Nevertheless, these authors' 
broader longitudinal outlook makes their work the clear precursor to more recent re
search on dynamic representation.

The term “dynamic representation” is drawn from Stimson, MacKuen, and Erikson's 
(1995) article of the same title, a critical and representative example of what congruence 
analyses have come to look like. The article posits a model in which policy is a function of 
public preferences, either directly through politicians' reactions to shifts in opinion, or in
directly through elections that result in shifts in the partisan composition of the legisla
ture. The authors then examine relationships between a survey‐based measure of “opin
ion liberalism” and policy‐voting measures for the president, House, Senate, and 
Supreme Court. There is strong evidence that policy‐makers respond to changes in public 
opinion.

While Stimson and colleagues were developing a dynamic model of the link between pub
lic opinion and multiple US political institutions, Wlezien (1995, 1996) (p. 805) was devel
oping a “thermostatic” model of the (dynamic) reciprocal links between preferences and 
government spending—that is, a model which examined both opinion representation over 
time and public responsiveness to policy change. Dynamic models such as these are likely 
best equipped for investigating the causal relationships between opinion and policy. Work 
along these lines includes analyses of defense spending by Hartley and Russet (1992) and 

Eichenberg and Stoll (2003), recent work by Erikson, MacKuen, and Stimson (2002) and 
by Soroka and Wlezien (Soroka 2003; Wlezien 2004; Soroka and Wlezien 2004, 2005) as 
well as Johnson, Brace, and Arceneaux's (2005) research on environmental policy.

The drawback to dynamic models is they require a good deal of data, and to date this is 
available across many policy domains in a very limited number of countries: the US, 
Canada, and the UK. Work on dynamic representation has thus been restricted to polling‐
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rich Anglo‐American democracies, and mainly to salient policy domains. What the ap
proach lacks in generalizability, however, it makes up for in the detail with which it can 
analyze opinion‐policy relationships. This, we hope, will become clear in the sections that 
follow.

2 The Mechanics of Representation
Representation can occur in two familiar ways. The first way is indirect, through elec
tions, where the public selects like‐minded politicians who then deliver what it wants in 
policy. This is the traditional pathway to representation and is deeply rooted in the litera
ture on responsible parties (Adams 2001). In effect, the public chooses among alternative 
policy visions and then the winning parties put their programs into place after the elec
tion. The second way to representation is direct, where sitting politicians literally respond 
to what the public wants. This pathway reflects an active political class, one that endeav
ors to stay closely attuned to the ebb and flow of public opinion and adjust policy accord
ingly. The two ways to representation actually are related. That is, the first way implies 
the second, at least assuming incumbent politicians are interested in remaining in office 
or else motivated to represent our preferences for other reasons. This is how we think of 
representative democracy, how we think it should work, i.e. we expect responsiveness. 
Responsiveness is dynamic—responsive politicians follow preferences as they change. 
Policy change is the result.

We can formally express these expectations by revising our equation 1 for policy (P) as 
follows:

 where O still is opinion and I is introduced to represent partisan control of government. Here 

policy is conceived to be directly responsive to opinion and indirectly responsive, through 
changes in partisan composition owing to elections. Of course, (p. 806) the indirect linkage pre
supposes a connection between public opinion and party control of government, that is:

These models apply across both space and time. We can characterize the relationships be
tween opinion and governments and policy across countries or, say, provinces or states 
within a country. There is relatively little work across countries, as good comparative da
ta are hard to come by, though scholarly explorations are underway. There is more work 
on the US states, as we have seen, and Erikson, Wright, and McIver's (1993) classic exam
ination reveals both connections: general policy differences across states reflect the parti
san composition of government and opinion, and the partisan composition reflects opin
ion.

(2)

(3)
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We also can characterize relationships over time, as preferences change, following the 
study of dynamic representation. This sort of analysis allows us to explicitly assess policy 
“responsiveness.” Erikson, MacKuen, and Stimson (2002) do just this, focusing on the 
number of major pieces of legislation in the US. They show that policy change nicely fol
lows opinion over time independently of party control. Wlezien (1996, 2004) shows the 
same focusing on budgetary policy. This does not mean that politicians actually respond 
to changing public preferences, for it may be that they and the public both respond to 
something else, e.g. the perceived “need” for spending. All we can say for sure is that the 
research captures policy responsiveness in a statistical sense—whether and the extent to 
which public preferences directly influence policy change, other things being equal.

Of course, policy responsiveness is an institutional outcome. In parliamentary systems, 
this is straightforward—the government can change policy fairly directly, assuming that it 
does not face a realistic threat of a vote of (no) confidence. In presidential systems, 
agreement across institutions usually is required, as in the US. Presidential responsive
ness to public preferences is conceptually quite simple: The president represents a na
tional constituency and is expected to follow national preferences. Congressional respon
siveness is more complex, even putting aside bicameralism, as members of the legislature 
represent districts. Although preferences differ across constituencies (see e.g. Erikson 
and Wright 1980, 1997, 2000; Erikson, Wright, and McIver 1993), there is reason to sup
pose that preferences in different constituencies move together over time (see e.g. Bar
tels 1991), just as movement of opinion across states (Erikson, Wright, and McIver 1993)
and various demographic subcategories of the American public (Page and Shapiro 1992)
is largely parallel. To the extent that they are responsive to public preferences, then, both 
the president and Congress should move in tandem, and predictable policy change is the 
logical consequence, even in the presence of divided government. Here we have a good 
amount of evidence, as we have seen.

How exactly do politicians know what public preferences are? Elections likely provide a 
good deal of information, but direct representation between elections requires something 
further. Politicians may learn about preferences through interactions with constituents; 
they may just have a good intuition for public preferences (Fenno (p. 807) 1978). Polls like
ly also play a critical role. Particularly given developments in polling technology, policy 
makers have in principle relatively easy access to public opinion on policy matters (Geer 
1996). And while we know that policy makers' use and interpretation of polls can vary 
(e.g. Kingdon 1995; Herbst 1998), there is considerable evidence of the importance of 
polls, both public and private, in policy making (e.g. Beal and Hinkley 1984; Jacobs 1993; 
Jacobs and Shapiro 1995, 1995–6; Heith 1998). This work is critical. It shows one means 
by which politicians learn about public preferences. As we have noted, politicians have 
other, more direct sources of information as well.
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3 Issues and Representation
Representation does not occur in all policy domains in all countries. The characteristics of 
domains appear to matter, for instance. Representation is likely to reflect the political im
portance (or “salience”) of issue domains, if only due to the possible electoral conse
quences. Let us briefly trace the logic.

3.1 Issue Salience

In its simplest sense, a salient issue is politically important to the public. People care 
about the issue and have meaningful opinions that structure party support and candidate 
evaluation (see e.g. Miller et al. 1976; van der Eijk and Franklin 1996). Candidates are 
likely to take positions on the issue and it is likely to form the subject of political debate 

(Graber 1989). People are more likely to pay attention to politicians' behavior on an im
portant issue, as reflected in news media reporting or as communicated in other ways 

(Ferejohn and Kuklinski 1990). Politicians, meanwhile, are likely to pay attention to public 
opinion on the issue—it is in their self‐interest to do so, after all (Hill and Hurley 1999). 
There are many different and clear expressions of this conception of importance. In issue 
domains that are not important, conversely, people are not likely to pay attention to politi
cians' behavior, and politicians are by implication expected to pay less attention to public 
opinion in these areas. This reflects a now classic perspective (see e.g. McCrone and Kuk
linski 1979; Jones 1994; Geer 1996; Hill and Hurley 1999; also see Jacobs and Shapiro 
2000).

This not only implies variation in representation across domains; it implies variation in re
sponsiveness within domains over time, as salience evolves. When an issue is not very 
salient to the public, politicians are expected to be less responsive. As salience increases, 
however, the relationship should increase (Jones 1994; Franklin and Wlezien 1997; Soro
ka 2003). That is, to the extent that salience varies over time, the relationship between 
opinion and policy itself may vary. Though the expectation is clear, there is little research 
on the subject. We simply do not know whether (p. 808) representation varies much over 
time. Indeed, we still do not know much about the variation in issue importance (see 
Wlezien 2005).5

3.2 Specific Versus Global Representation

Public preferences in the different policy domains are not entirely unique—they tend to 
move together over time. This patterned movement in preferences is well documented in 
the US (Stimson 1991; Wlezien 1995) but also is true elsewhere, in the US and UK. The 
pattern has led some scholars to conclude that the public does not have preferences for 
policy in different areas, but rather a single, very general preference for government ac
tivity (e.g. Stimson, MacKuen, and Erikson 1995; Wood and Hinton‐Andersson 1998). 
From this perspective, measured preferences in various domains largely represent (multi
ple) indicators of a single, underlying preference for government action. When compared 
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with the more traditional perspective, this characterization of public opinion implies a 
very different, global pattern of representation.

Some research shows that, although preferences in different areas do move together over 
time, the movement is not entirely common (Wlezien 2004). Preferences in some domains 
share little in common with preferences in others; these preferences often move quite in
dependently over time. In short, this work indicates that preferences are some combina
tion of the global and specific—moving together to some degree, but exhibiting some in
dependent variation as well. This research also shows that policy makers reflect the spe
cific variation, at least in some policy domains. Not surprisingly, these domains tends to 
be highly salient to voters, the ones on which they pay close attention to what policy mak
ers do. In other less salient domains, policy only follows the general global signal (also 
see Druckman and Jacobs 2006). In yet other, very low salience domains, policy seeming
ly does not follow preferences at all. Recent research (Soroka and Wlezien 2004, 2005) in
dicates that the patterns differ significantly across countries, which points to possible in
stitutional differences.

4 Institutions and Representation
Polities differ in many ways, and some of these differences should have significant impli
cations for the nature and degree of representation. Of fundamental importance are polit
ical competition and mass media openness. Without some level of political competition, of 
course, governments have less incentive to respond to public opinion. At the very least, 
the incentive would be less reliable. Likewise, some level of mass media competition is es
sential in modern democracies. Without it, people (p. 809) cannot easily receive informa
tion about what government actors do, and thus cannot effectively hold politicians ac
countable for their actions.

Even where we have essential levels of media and political competition, as in most mod
ern democracies (including new ones), institutional differences may have important impli
cations for policy representation. Here we have a growing body of empirical work, partic
ularly on electoral systems.

4.1 Electoral Systems

Most of this research focuses on the differences between the majoritarian and proportion
al visions, using Powell's (2000) language, and mostly on how these differences matter for 
policy respresentation. Lijphart (1984) provides the first direct statement on the matter. 
He distinguishes between “consensual” democracies—characterized by, most notably, 
proportional representation, multi‐party systems, and coalition governments—and “ma
joritarian” systems—characterized by simple plurality election rules, a two‐party system, 
and single‐party government (exactly as Duverger (1951) would predict). Most important
ly, Lijphart suggests that consensual democracies provide better descriptive representa
tion and general policy congruence than do majoritarian systems.
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Powell (2000) provides further empirical support, focusing specifically on the differences 
between majoritarian and proportional election rules and their implications for represen
tation. Powell finds that proportional representation tends to produce greater congruence 
between the government and the public; specifically, that the general ideological disposi
tion of government and the ideological bent of the electorate tend to match up better in 
proportional systems. According to Powell, this reflects the greater, direct participation of 
constituencies the vision affords (also see Miller et al. 1999).

Powell's results pertain to elections and their immediate consequences. But what about in 
the periods between elections? Are coalition governments more responsive to ongoing 
changes in opinion? Although proportional systems may provide more indirect represen
tation, it is not clear that they afford greater direct representation. There is reason to 
think that governments in majoritarian systems actually are more responsive to opinion 

change. First, it presumably is easier for a single party to respond to changes than a mul
ti‐party coalition, as coordination in the latter is more difficult and costly. Second, majori
tarian governments may have more of an incentive to respond to opinion change. Since a 
shift in electoral sentiment has bigger consequences on election day in majoritarian sys
tems, governments there are likely to pay especially close attention to the ebb and flow of 
opinion.6 Thus, it may be that the two systems both work to serve representation, but in 
different ways, where proportional systems provide better indirect representation via 
elections and majoritarian systems better direct representation in between elections. 
There is little empirical work on the subject, however.7

(p. 810) 4.2 Government Institutions

Just as electoral systems may matter, so too may government institutions. In particular, 
research suggests that the horizontal division of powers may structure the relationships 
between opinion and policy over time.8 The concentration of powers in parliamentary sys
tems—as opposed to presidential systems—affords voters more direct control over gov
ernment on election day. This presumably aids indirect representation: To the extent elec
tion outcomes reflect public opinion, then policy representation will follow quite naturally, 
at least to the extent we have responsible parties.

The same seemingly is not true about direct representation, and there is reason to sup
pose that parliamentary governments are less reliable in their attendance to public opin
ion over time.9 Scholars have long noted the dominance of cabinets over parliaments (see 
e.g. the classic statements by Bagehot 1867 and Jennings 1959; also see Laver and Shep
sle 1996; Cox 1987; Tsebelis 2002). These scholars portray a world in which cabinet gov
ernments exercise substantial discretion, where the cabinet is the proposer—it puts legis
lation to the Commons—and the legislature ultimately has only a limited check on what 
the government does. Strom (2003) concludes that parliamentary government deals much 
better with “adverse selection” than it does “moral hazard.” Once established, the cabi
net is difficult to control on a recurring basis.



The Relationship between Public Opinion and Policy

Page 12 of 23

This has fairly direct implications for government responsiveness. When there are differ
ences between what the cabinet and parliament want, the latter cannot effectively im
pose its own contrary will. The process of amendment and veto is compromised, at least 
by comparison with presidential systems. In the latter the executive cannot effectively act 
without the legislature, at least with respect to statute. The legislature is the proposer—it 
puts statute to the executive—and while the executive can veto legislation the legislature 
can typically override. Most changes in policy require agreement between the executive 
and legislature, or else a supermajority in the latter. This is likely to reduce disjunctures 
between public opinion and policy change.

Although the separation of powers makes presidential systems much more deliberate in 
their actions, therefore, it may also make them more reliably responsive to public opinion 
over time. We still expect representation in parliamentary systems, of course—after all, 
governments in these systems are more easily held accountable for their actions, as re
sponsibility is far clearer, particularly in a majoritarian context. In between elections, 
however, there is little to make parliamentary cabinets accountable except for the 
prospect of a future electoral competition. Though important, the (p. 811) incentive is im
perfect. Research comparing the US, UK, and Canada bears out these expectations (Soro
ka and Wlezien 2004, 2005).

5 On Political Equality
We make regular reference to “public opinion” and “public preferences.” This is what pol
icy makers are expected to represent. But what exactly is the public? Is it the collection of 
all of us, with each person's preferences given equal weight? Or is it a more narrowly 
drawn public, including some people's preferences but not others? Who gets what they 
want in policy?

In one conception, the public consists of all citizens, all adults at least. Citizens are all, 
more or less, equally entitled to vote, and each person has but one vote. Perhaps then we 
should all have equal weight where policy making is concerned. This is an ideal, the stuff 
of civics textbooks; in reality, however, there is good reason to think that preferences are 
not equal, and that some people's preferences are more important than others. In particu
lar, we might expect politicians to pay special attention to the preferences of active vot
ers. These are the people who matter on election day, after all—they are the ones who put 
(and keep) politicians in office.

The representation of voters rather than citizens would not matter much if voters were a 
random sample. But we know that there are differences between the voting and non‐vot
ing public: voters tend to be better educated, have better jobs, and have higher incomes. 
Not surprisingly, voters tend to be more conservative than their non‐voting counterparts. 
If politicians are more attentive to this group, and follow the median voter, then policy 
will be more conservative than the median citizen would like. This is of obvious impor
tance. We still know relatively little empirically, however, though scholarly interest is on 
the rise, particularly in the US. Griffin and Newman (2005) reveal that politicians pay 
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more attention to the opinions of voters than those of non‐voters. Bartels' (2005) and 

Gilens' (2005) recent research shows that US politicians are most attuned to the opinions 
of high‐income voters. There may be related socio‐demographic manifestations, across 
race for example.

Political equality also may have explicitly partisan expressions. It may be, for instance, 
that politicians are more responsive to in‐partisans, as Hill and Hurley (2003) have ar
gued. This and the other work on inequality in representation is important. It only 
scratches the surface, however. We need to know more about the breadth and depth of 
the inequality, both at particular points in time and over time. To the extent that there is 
inequality, are politicians more responsive to the opinions of the better‐educated, higher‐
income, more right‐wing voting population? Much work remains to be done.

(p. 812) 6 The Importance of Public Responsiveness
We have thus far concentrated on policy representation—on the effect of opinion on poli
cy. But policy representation ultimately requires that the public notices and responds to 
what policy makers do. Without such responsiveness, policy makers would have little in
centive to represent what the public wants in policy—there would be no real benefit for 
doing so, and there would be no real cost for not doing so. Moreover, expressed prefer
ences would be of little use even to those politicians motivated to represent the public for 
other reasons.

Despite ongoing concerns about the ignorance and irrationality of the average citizen 

(Converse 1964), a growing body of recent work shows that the average citizen may be 
more informed than initially thought. This is not to say that the average citizen knows 
very much about politics; but there is accumulating evidence that individuals may be ca
pable of basic, rational political judgments. Moreover, even in the face of individual igno
rance, aggregate preferences often react sensibly to real‐world trends (Page and Shapiro 
1983, 1992). Wlezien (1995) reveals a public that reacts to both real‐world affairs and pol
icy itself, much like a thermostat. That is, the public adjusts its preferences for “more” or 
“less” policy in response to policy change, favoring less (more) policy in the wake of poli
cy increases (decreases), ceteris paribus. This conceptualization fits nicely with the func
tionalist models proposed by Easton (1965) and Deutsch (1966), where policy outputs 
feed back on public inputs into the policy‐making process.

Empirical analysis shows that public responsiveness, like policy representation, varies 
across policy domains and political institutions (Wlezien 1995; Soroka and Wlezien 2004, 
2005). That representation is likely to be greater in salient domains is largely the product 
of representatives reacting in domains in which publics themselves are monitoring and 
reacting to policy change, for instance. Salient domains are characterized by a higher de
gree of both representation and responsiveness; more precisely, public responsiveness 
and policy representation co‐vary. This is not equally true across contexts, however. Fun
damental to public responsiveness is the acquisition of accurate information about what 
policy makers are doing, and so responsiveness will be lower when the acquisition of in
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formation is more difficult. So for instance, federalism, by increasing the number of dif
ferent governments making policy, and thus making less clear what “government” is do
ing (see e.g. Downs 1999) may decrease responsiveness and representation.10 The hori
zontal division of powers may also be important, though here our expectations are less 
clear. Regardless, where information is easier to acquire, public responsiveness—and by 
implication policy representation—should be greater.

Ultimately, we expect variance across domains and institutions in both policy representa
tion and public responsiveness. Yet the existence of each connection between (p. 813)

opinion and policy—indeed, the existence of both connections—is critical to the function
ing of representative democracy. Insofar as research seeks to understand what public 
preferences are, and how these are formed, then, it can be viewed as an examination of 
the potential for, or success of, representative democratic institutions. The work makes a 
contribution to our understanding of one of the most significant and enduring questions 
in the study of politics: does democracy work? In some cases, it appears as though it may 
work better than many of us anticipated.
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Notes:

(*) We thank the editors, Russell Dalton, Hans‐Dieter Klingemann, and Robert Shapiro for 
helpful comments.

(1) This is not meant to be a complete model of policy of course, as we know that many 
other things also matter (Kingdon 1973; Jacobs and Shapiro 2000). The equation is used 
solely to characterize the relationship between opinion and policy.

(2) For other prominent work on roll call voting, see e.g. Fiorina (1974); Stone (1979); 
Erikson (1978, 1990); Achen (1978); Kuklinski (1977, 1978); McCrone and Kulinski 
(1979); Shapiro et al. (1990); Bartels (1991).

(3) See also related cross‐national work on party manifestos, e.g. Budge, Robertson, and 
Hearl (1987); Klingemann, Hoffebert, and Budge (1994).

(4) These terms have been used in past reviews of this literature. It is typical to distin
guish between consistency and congruence, for instance (Monroe 1998). We add the in
termediary “covariation” category here, based in part on Weissberg's (1976) early 
methodological review. For other reviews, see Manza and Cook (2002); Kuklinski and Se
gura (1995).

(5) There is however a related body of literature in policy making that reveals variance in 
“attentiveness” over time. See Baumgartner and Jones (2005).

(6) This generalizes Rogowski and Kayser's (2002) argument relating to the comparative
ly higher seats‐votes elasticities in majoritarian systems.

(7) Very recent work (Hobolt and Klemmensen 2005) suggests that one proportional sys
tem (Denmark) is more responsive than one majoritarian one (the UK), at least as regards 
what governments say.

(8) The vertical division of powers also may be important, via public opinion itself: in
creasing the mix of governments involved in policy making may dampen public informa
tion, which may have consequences for representation in turn (Soroka and Wlezien 2004, 
2005).
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(9) Note that this argument bears some similarities to Risse‐Kappen's (1991) work on for
eign policy making, in which he argues that the centralization or strength of government 
institutions determines the extent to which policy makers will follow or lead public prefer
ences.

(10) It evidently does not preclude responsiveness. Consider work on the US (Wlezien 
1995) and Canada and the UK (Soroka and Wlezien 2004, 2005) and research on opinion 
about the European Union (Franklin and Wlezien 1997; Dalton and Eichenberg 1998; 
Gabel 1998).
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This article examines the various forms that political elite theory took, from the end of the 
nineteenth century to the 1960s and 1970s. The career patterns, forms of recruitment, 
and duration and turnover among the political elite are studied. The article also discusses 
the role of the political elite. It is concluded that the use of the concept of the political 
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man beings.
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IN what was probably the first comprehensive empirical study of political elites, pub
lished in 1976, Robert Putnam claimed that the main defect of the studies undertaken in 
the field was that “the gap” was “unusually large…between abstract, general theories 
and masses of unorganised empirical evidence” (1976, ix). The only reservation to be 
made about this statement might be that the empirical evidence, at the time the book was 
written, had a “mass” character. Putnam then indicated that the questions of “who 
rules?” and of “who should rule?” were “central” in empirical and normative political sci
ence respectively. He added: “Sage commentators, from Plato and Aristotle to our nightly 
television newscasters, tell us much about power and leadership, but their profundities, 
when carefully examined, often turn out to be incomplete and ambiguous” (1976, 2). 
Thanks to Putnam's own work and to the many studies, sometimes comparative, during 
the last quarter of the twentieth century, the overall assessment made in 1976 can be 
modified in part: much is still unknown or only partly known, however. In particular, the 
geographical scope of the generalizations that can be made on the basis of the collected 
evidence remains limited.

The key changes, which have occurred since 1976, have gone in three directions. The 
first change concerns the balance between theoretical and empirical studies. Perhaps the 
emergence of democracy in the West in the nineteenth century led to widespread dissatis
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faction as the contrast between ideal and reality seemed to be vast: the very concept of 
“elite” thus became a battleground. That concept may have had a positive flavor for those 
who felt that the people needed guidance, a guidance that was provided by the newly es
tablished representative systems. Probably for many more, the adjective “elitist” and the 
substantive with which it was closely connected, “elitism”, indicated dislike, even rejec
tion. That is because writers at the time stressed that rulers tended to use their authority 
to frustrate democracy. Hence the passionate (p. 819) debates between those who regard
ed the elite, not only as a necessity, but as a beacon, and those who felt that members of 
the elite were merely exploiting the positions of privilege in which they found themselves. 
These views gave rise to the “abstract theories” to which Putnam referred. Since the 
third quarter of the twentieth century, these heated debates have abated, however. In
stead, detailed empirical studies gradually began to show that, at any rate in the West, 
“extremist” viewpoints about the role of the elite were simply unrealistic.

A second major change is connected to the spread of empirical studies (see the chapter 
by Hoffmann‐Lange in this volume). The political elite came to be seen increasingly as au
tonomous from other segments of the national elite. Early studies had an essentially glob
al sociological outlook; they apparently took for granted, indeed sometimes plainly stated, 
that there was one elite and that its political component was not merely closely associat
ed to, but indeed undistinguishable from its social and even economic components. On 
the contrary, empirical studies showed that the political elite were different from other 
elite groups. At least in the West, this distinction occurred both because of recruitment 
and career characteristics and because of the nature of the problems which political 
elites had to address, nationally and internationally.

Third, empirical studies gradually demonstrated that the dichotomous opposition be
tween elite and mass was an unrealistic simplification. In western democracies, groups of 
various kinds contributed to filling the gap between the two levels. Moreover, among 
those who could reasonably be regarded as part of the elite, one needs to introduce major 
distinctions, such as among party activists, parliamentarians, and members of govern
ments. Above all, twentieth century political life was at least ostensibly orchestrated, if 
not dominated, by leaders, who seemed markedly more powerful than the rest of the po
litical elite.

Despite these three major changes, all of which resulted from the increase in the number 
and scope of empirical studies, much remains to be done to ensure that we have a true 
overall picture of the nature and role of political elites in the contemporary world. There 
are some comparative studies, to be sure, but almost all of these have a limited geograph
ical scope. Putnam's 1976 work was in many ways a heroic attempt at undertaking a 
worldwide survey, but the author was the first to recognize that what could be said on the 
basis of empirical data about political elites outside the West was limited in the extreme. 
The situation has not changed markedly in this respect in the subsequent three decades. 
Despite the fact that analyses of political elites outside the western world would provide 
an alternative perspective on the nature of elites, the bulk of the studies on political elites 
are still devoted to western countries–basically to western and central eastern Europe as 
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well as to Latin and North America (Czudnowski 1982, 1983; Dogan 1989, 2003; Higley 
and Gunther 1992; Higley and Dogan 1998; Higley et al. 2002; Williams and Lascher 1993; 
Yesilada 1999). The empirical evidence at our disposal about the composition of political 
elites outside the West has improved over the past thirty years but can still be described 
as patchy. Differences in the nature of the political elite are manifestly large, enormous 
perhaps, between traditional and “developing” political systems, between dictatorships 
and democratic polities, including among the many types of “emerging” (p. 820) democrat
ic polities, as well as between military and civilian regimes. Yet, one can only provide 
some insights into the nature of these elites, not give robust evidence of a truly general 
character.

This chapter thus begins by examining the forms which political elite theory took from 
the end of the nineteenth century to the 1960s and 1970s. This theory constitutes the 
background against which empirical studies were subsequently developed. The chapter 
then concentrates in its second section on career patterns and looks at forms of recruit
ment as well as at duration and turnover among the political elite. In this respect, the 
bulk of the findings are drawn mainly from western experience. The third section exam
ines the role of the political elite. Research often suggests that in some countries, despite 
apparent divisions, the political elite are socially and ideologically united. In the West at 
least, matters are appreciably more complex. There is a tension, both within the political 
elite and between that political elite and what can be loosely described as rather inchoate 
and often unrealistic expectations coming from below. Therefore, it does not seem that 
the western political elite is fundamentally united; nor is it true either that it is fundamen
tally disunited. More realistically, its various elements oscillate between efforts at broad 
compromises and attempts at implementing sharply contested viewpoints.

1 The Theoretical Debates on Political Elites
The classical elite theory is associated with Gaetano Mosca (1939), Vilfredo Pareto 
(1968), and Robert Michels (1962). Their work developed at the end of the nineteenth 
century when the authority of the old political elite was threatened by the extension of 
the voting rights to the masses. Even more importantly, this was the time of increasing so
cialist ideology. During the period, Mosca, Pareto, and Michels questioned the basis of a 
democratic development in Europe and offered a “realistic” elite theory in contrast to 
“radical” Marxism. In their view, every society consists of rulers and ruled. Only the for
mer hold the political power and dominate the masses. According to Mosca, the political 
power of any society must be in the hands of a small ruling elite, because the masses are 
usually unqualified to exercise power. Pareto refers to different innate personal qualities 
leading to oligarchic structures. Michels introduces the idea that every organization con
sists of a division of labour where some skilled persons are the leaders and others are the 
followers. That is, all three classical elite theorists agreed that there was an “iron law” of 
oligarchy. Thus, it was argued that in large organizations it appears inevitable that elites 
will direct the organization even if the goal was to have the members play an active deci
sion‐making role. Furthermore, they agreed that the political elite select their successors 
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from the privileged classes that basically share the same value system. Thus, according to
(p. 821) the classical elite theorists, the ruling elite are recruited largely in a self‐perpetu

ating manner from the upper class of the society. Finally, all three elite theorists shared 
the view that the political elite should be autonomous in exercising power. These basic 
ideas of the classical elite theorists are thus often described as conservative or anti‐demo
cratic (Nye 1977).

In the mid‐1950s C. Wright Mills (1956) extended these theories. He portrayed a power 
elite of the post‐war USA that consisted of top‐position holders in business, in political ad
ministration, and in the military. Members of these groups hold overlapping elite posi
tions or have successively held influential positions in various sectors. According to Mills, 
members of the American power elite are socially homogeneous: they derive from the up
per social strata of the society and for this reason they have common interests and simi
lar value systems. The intense communication and cooperation among the top‐position 
holders in the various sectors produces a power elite with an enormous manipulative im
pact on the majority of the citizens.

Inspired by these theoretical ideas, Robert Dahl (1961) was the first political scientist 
who linked the debate about the political power of the elite to questions of political legiti
macy and participation. Based on empirical findings deducted from a local elite study in 
the City of New Haven, Dahl concluded that the political elite are divided into leaders and 
sub‐leaders. The latter are highly specialized experts who organize the daily business of 
politics. Furthermore, their socio‐demographic background is closer to the average citi
zens than that of the leaders. For these reasons the sub‐leaders reduce the distance be
tween the political elite and the masses and legitimize the democratic structures of a po
litical system. Dahl also argued that the recruitment into the caste of top leaders was not 
limited to aristocrats, but open to a wider group of citizens. All persons with specific indi
vidual resources such as income, prestige, education, and occupation may in principle be
long to the political elite. Thus, the political elite in modern democracies consist of dis
tinct groups of individuals with varying socio‐demographic backgrounds and occupational 
positions. Most of these individuals are highly specialized and politically influential in sin
gle policy sectors. Perhaps the key finding of Dahl, however, was that his evidence 
showed that no elite group had a dominant impact on all political issues. Thus Dahl's “re
vision” of what could be described as the “classical” elite theories gave impulse to a more 
detailed examination of the elites and indeed opened the way to the kind of empirical 
studies which Putnam also advocated.

2 The Nature of the Political Elite in the Con
temporary World
Let us now turn to what empirical studies tell us about the characteristics of the political 
elite in the contemporary world. Although we will concentrate on findings from western 
countries, we can at least point out to similarities and differences on the (p. 822) basis of 
broad distinctions among traditional political systems, authoritarian systems of the more 
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“modern” and of the more “traditional” types, and emerging democracies, these catego
rizations being no more than an indicative nomenclature.

The characteristics of the political elite vary markedly from one of these types of political 
systems to another. On the one hand, there are two elements, which all political elites 
share. First, the social composition of political elites does not reproduce even in broad 
terms the social structure of the citizenry. In many cases, that composition bears almost 
no relationship with the way the nation is structured. Second, leaders are distinct from 
and more powerful than the bulk of the political elite.

Meanwhile, there are four ways in which political elites differ profoundly from each other. 
These are, first, whether the political elite of a country is distinguishable or not from the 
social and economic elite of that country, second, the extent to which the elite is internal
ly differentiated into lower and uppermost echelons, third, the nature of mechanisms by 
which individuals are recruited in the political elite and, fourth, the patterns of duration 
and turnover of members who belong to the political elite.

The following sections examine the shared characteristics of elites, and then the charac
teristics that differentiate elites.

2.1 Similarities: The Social Composition of the Political Elite

The social composition of the political elite is always different from the social structure of 
a country. The political elite are not only much smaller than the citizenry in terms of num
bers: in no political system is it a microcosm of the nation. This is true of traditional sys
tems, where members of the political elite are almost exclusively drawn from among the 
“upper classes” (Eulau and Czudnowski 1976). This is also true of dictatorships, whether 
“modern” or not, where the political elite is composed of those segments of the society 
from which supporters, indeed strong supporters, of the regime are typically to be found, 
for instance from the military or from a party created by the regime. This is even true of 
democracies, including long‐established western democracies. In parliaments, for in
stance, the working class (even where trade unions are strong) or the peasantry, as well 
as women, are typically under‐represented, often grossly underrepresented. Putnam 
(1976, 37) refers in this context to the “law of increasing disproportion:” as the level of 
elite status increases, the bias in the social characteristics among the elite also increases.

There have been changes, admittedly, in the social composition of western European par
liaments in the course of the last two centuries. There has been a marked decline in the 
number of upper‐class parliamentarians, but this has not led to a corresponding increase 
of the representation of all social groups, as some, especially on the left, wanted to 
achieve. Instead there developed a preponderance of lawyers, teachers, or civil servants, 
indeed increasingly professional politicians, and to a lesser extent, businessmen (Best and 
Cotta 2000, 499–501). As a matter of fact, although moves towards a more accurate “so
cial representation” occurred to an extent with the emergence of socialist parties in the 
twentieth century, a decline in (p. 823) the working‐class composition of parliaments sub
sequently took place in western European parties of the left. There was no such move in 
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the United States where the traditional two parties continued to prevail. Only the in
creased representation of women in the last years of the twentieth century can be said to 
have led to a fairer social composition of western parliaments (Lovenduski and Norris 
1993; Norris and Lovenduski 1995; Kittilson 2006).

2.2 Similarities: The Power of the Leaders

The small number of traditional political systems are still dominated by hereditary mon
archs, while more “modern” authoritarian systems are typically ruled by dictators. In 
both cases, the role of leaders is ostensibly overwhelming. Indeed the whole regime, es
pecially in the case of dictatorships, largely depends on the leader—with the corollary 
that the political elite is ultimately dependent on the leader as well, when it has not been 
wholly created by the leader (Hermassi 1972; Sadri 1997).

The power of leaders in dictatorships is based on a combination of characteristics, and 
the combination changes over time in many cases. One element which generally exists is 
fear: dictatorships typically begin by rounding up opponents or forcing them into exile, 
while various freedoms, such as the freedom of the press and the freedom of demonstra
tion, are abolished or severely curtailed. Fear is combined, however, in many cases with a 
variety of forms of support. This support ranges from admiration for what the leader may 
have previously achieved, for instance in liberating the country from occupying forces or 
from its colonial status, to the recognition by a segment of the population that the new 
regime is bringing about social and economic arrangements which that section of the 
population prefers.

Yet democratic leaders are also typically very powerful in many systems, including west
ern systems, whatever may have been originally thought by those who put forward the 
concept of representative government. Indeed, the pessimistic views of many early twen
tieth‐century observers, such as Michels, were partly due (or were claimed to be due) to 
the fact that leadership was regarded as preponderant, including in socialist parties. The 
nature of the institutions accounts in part for this preponderance. In the case of the presi
dential systems, researchers have argued that the long history of failures of presidential
ism in Latin America could be attributed to the power that constitutions gave to presi
dents. The same holds true in the case of post‐communist Russia, where the communist 
legacy as well as the presidential power led to the rise of a new powerful political elite 
(Klingemann, Stoess, Weßels 1991; Sinyavsky 1997; Steen and Gelman 2003).Yet strong 
leadership is found in parliamentary systems as well. Those regimes with weak leader
ship, such as that of France up to 1958, and which were unable to meet the challenges 
that they faced, have tended to be replaced by authoritarian systems or have introduced 
stronger forms of leadership. As a result, while the political elite in western countries 
does not entirely depend on the leaders of these countries, as they do in traditional sys
tems or in more “modern” dictatorships, democratic leaders can at least shape in (p. 824)

many ways the composition of the political elite. These western elites often induce their 
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members to follow policies which these leaders together with perhaps a small entourage 
have put forward.

2.3 Differences: The Distinction between the Political Elite and the 
Rest of the Elite

Many elite theorists did not distinguish the political elite from the socioeconomic elite. In 
non‐democratic systems, the political elite are indeed undistinguishable from the rest of 
the elite, but in one of two entirely different ways. First, in traditional systems there is no 
political elite as such because the “pyramidal” social structure inherited from the past 
constitutes the backbone of political life. This is the case in some of the traditional monar
chies which remain in the contemporary world, for instance Saudi Arabia or “emirates” in 
the Arabian peninsula (Perthes 2004). In these nations, there are no political institutions 
as such, merely a monarch who rules. Second, where traditional systems become unable 
to meet demands for change arising in some quarters of the society, these systems tend to 
be replaced. This often occurs through brutal revolutions, by dictatorships based on the 
military (not a “political institution” in the strict sense of the word) or on an entirely new
ly created single party arrangement (or a combination of both). There are many examples 
of such a development in the contemporary world, Libya being one of the most clear‐cut 
cases. Especially where a single party is created, a new elite attempts to impose, as in the 
case of communist or of some other “progressive” regimes, not just a different form of 
politics but a different social and economic structure. The political elite become so pre
ponderant that it seems to encompass the whole of the elite. Thus, in this case, too, politi
cal and social and economic elites remain undistinguishable (Taras 1989).

This is not the case in western democracies and indeed to a large extent in “emerging” or 
“less consolidated” democracies (Best and Becker 1997; Eyal, Szelenyi, and Townsley 
1998; Higley and Lengyel 2000; Shlapentokh et al. 1999). A democracy cannot be set up 
unless political institutions, such as a parliament and a pluralistic system of parties, are 
set up. Meanwhile, the pre‐existing social structure is maintained or at most modified on
ly gradually. Therefore, those who operate the new political institutions have at least to 
“coexist” with those who are socially or economically powerful, even if numerous clashes 
occur. Gradually, the political institutions acquire greater strength if the democratic sys
tem is successfully maintained: a kind of modus vivendi emerges. A political elite, distinct 
from the social and economic elites, has come to be in existence (Borchert and Zeiss 
2003).

2.4 Differences: The Internal Differentiation of the Political Elite

In political systems where the political elite are created de novo around a single political 
party, the political elite are usually united. In communist systems, for (p. 825) instance, 
both in eastern Europe and in the former Soviet Union as well in those Asian countries 
where communism continues to prevail, China and Vietnam, for instance, the party is in 
control and the leadership of that party effectively appoints the members of the parlia
ment, the members of the government and holders of key positions at regional or local 
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level (Steen 1997, 2003; Zang 2003). This is also the case in other types of single‐party 
systems or in “non‐party” military regimes, for instance in Africa and the Middle East. 
The new elite hopes in this way to transform the society (Oyediran 1979; Daloz 2002; Ker
stiens 1966).

In the case of democratic systems or even in “emerging democracies” the political elite is 
institutionally divided both “horizontally” and “vertically.” The existence of a pluralistic 
party system inevitably leads to a “horizontal” development of a number of segments of 
the political elite, which are autonomous from each other. A “vertical” differentiation also 
occurs between at least three of these segments, the parties, and especially the party 
“elites,” the members of the legislature (parliament or congress) and the governments. 
This differentiation occurs even though there are naturally links between parties, legisla
ture, and governments. As a matter of fact, there are subdivisions of these three sets of 
institutions: the parties between the centre and the regional and local bodies, the legisla
tures between important committee members and the rank‐and‐file, and governments be
tween top ministers or secretaries and junior ministers or assistant secretaries (Blondel 
and Müller‐Rommel 1993).

The differentiation in the career background of members of legislatures and members of 
governments can be particularly sharp, especially in presidential systems. This is not so 
in most parliamentary systems, and in particular in Europe, as members of the govern
ment tend to be drawn from among members of parliament. Yet this is not universally the 
case even in these systems. In some western European countries, France, Austria, the 
Netherlands, for instance, about a quarter of members of governments are drawn directly 
from the civil service or from business (Blondel and Thiebault 1991). The strong distinc
tion between legislature and executive results in the fact that most important public deci
sions are initiated by that executive. The parliament or the congress tends to be at the re
ceiving end of these proposals, even if the views of members of parliaments or congress
es have to be discussed and taken into account. Thus, in institutional terms, a vertical di
vision exists between the lower and upper echelons of the political elite in democratic 
systems, a distinction which does not really exist in dictatorships where leadership com
mands and the others are only there to obey.

2.5 Differences: Patterns of Recruitment to the Political Elite

In democratic political systems, there is always some leeway and in some cases even full 
autonomy in the recruitment of the political elite (Eulau and Czudnowski 1976). It is rare 
for one to be able to accede to the top without having gone at least for a period through a 
number of steps in the “cursus honorum:” such a progression is normal in most walks of 
life. In addition, in democratic systems, including emerging democracies, the power to 
decide on the selection of members of the political elite (p. 826) may be devolved at levels 
below, perhaps substantially below, the centre of power, while this is typically not the 
case in authoritarian systems (Laurentiu 2004).
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The first step in the recruitment process in democracies is at the party level. Parties se
lect their “elites” typically by means of elections, admittedly often not strongly contested; 
parties also select candidates for local governments, regional or state governments and 
national legislatures, though in a few cases, and above all in the United States, the mem
bership at large is involved in that selection by means of the primaries (Hibbing 1991). 
Elsewhere, the nomination of party candidates to the legislative elections is appreciably 
less open. Where the electoral districts are small, the nomination process at least takes 
place in the local committees of the parties. National party leaders interfere to an extent 
in these nomination processes. This is, however, sometimes done to stop the nomination 
of candidates whose views do not coincide with those put forward by the party nationally. 
There are other reasons for such interference. Yet, from the end of the twentieth century 
in particular, many western European parties have made efforts to nominate a substantial 
proportion of women among the candidates (Vianello and Moore 2000; Kittilson 2006). 
Since there were difficulties in ensuring that a substantial number of women should put 
themselves forward as candidates, many established democracies have recently intro
duced a system of “quotas” stipulating that there should be at least a given proportion of 
women candidates (Carroll 2003; Norris 1997).

Party selection committees can be expected to be somewhat biased in their search for the 
“best” possible candidates to represent the party at the elections. These biases may well 
account in part for the middle‐class composition of members of legislatures. However, the 
recruitment of candidates is also dependent on the “supply” of candidates. Where the 
chances of success at the election are low, generally or in a particular district, the “sup
ply” is likely to be low.

Recruitment to the government is appreciably less open. In some parliamentary systems, 
an indirect influence of the rank‐and‐file members of parliament can find its way to the 
top if, the executive of the opposition parliamentary party is elected by the parliamentari
ans. When the party subsequently comes to power, some members of that executive may 
become ministers. In general, however, ministers are chosen by the leader of the party or 
at most by the leaders of the parties belonging to the government coalition (Pennings 
2000; Tavares, Costa Pinto, and Bermeo 2003). In presidential systems, especially in the 
United States, as this is less the case in many Latin American presidential governments, 
the president is almost entirely free to select the various secretaries and assistant secre
taries who will be in the government. Patterns of recruitment to the political elite become 
more “elitist” as one moves up towards the national leadership (Blondel 1985).

2.6 Difference: Patterns of Duration and Turnover

Perhaps the most striking features of democratic political elites are the rapidity of the 
turnover and the shortness of the career. In contrast, there is a much slower turnover of 
political personnel in traditional regimes and in many dictatorships. In democratic 

(p. 827) systems, the turnover of elites tends to be low at what might be regarded as the 
“periphery” of the political elite, for instance in some of the party positions (as Michels 
had noted with respect to socialist parties in their early development). Meanwhile, mem
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bers of legislatures, whether parliaments or congresses, remain in their seats, on aver
age, for about a decade and a half. Elites exit from office not just because they are not re‐
elected, but also because, especially in the United States, they are not re‐selected as can
didates. Or, sometimes candidates withdraw because the excitement or rewards that the 
job provides do not match the expectations that the members may have originally had. 
Thus the parliamentary or congressional elites are renewed entirely, on average, twice in 
each generation.

Yet this tenure is long when compared to the tenure of members of governments of demo
cratic systems. On average, ministers and secretaries in western Europe are in office for 
three to four years, with a substantial minority being in office for shorter periods (Blondel 
and Thiebault 1991). The picture is different in post‐communist central eastern Europe: 
in these countries the duration of ministers in office is only two years on average 
(Blondel, Müller‐Rommel, and Malova 2006). Admittedly, many of these government mem
bers will have been junior ministers or assistant secretaries for periods of about the same 
length. Yet, even if both these periods are added and indeed even if the average duration 
of tenure in the legislature (in parliamentary systems) is taken into account, one is rarely 
a member of the political elite for life in democratic systems. Only a few “stars” can be re
garded as having made their whole career in politics. The former foreign minister of Ger
many, Hans Dietrich Genscher, is, for instance, a case in point. This may be regarded as a 
positive characteristic from the point of view of the “circulation of elites.” Thus, this fea
ture of democracies can be regarded as providing further evidence of the superiority of 
democratic systems over all others. In contrast, a short career at the top implies that 
many members of democratic governments do not have the time to play a truly significant 
part in the development and implementation of policies. This may suggest, as has often 
been claimed, that a rapid turnover of the political elite entails that governments count 
rather little in comparison with permanent bureaucracies (Dogan 1989).

3 The Role of the Political Elite
The role of the political elite is particularly difficult to assess outside the West, as the ab
sence of genuine empirical studies makes it very difficult to distinguish between claims 
and reality. For instance, the political elite cannot be truly separated from the rest of the 
elite in traditional regimes, such as traditional monarchies, many of which are in the Mid
dle East. This makes it meaningless to assess the role of the political elite. But, even if we 
consider the role of the elite in general in these political systems, (p. 828) it is difficult to 
determine precisely how and to what extent the elite does affect the society. Customs are 
very strong in these regimes and this strength renders change almost impossible to 
achieve. The members of the elite usually do not want to introduce change on a substan
tial scale. As a result, only very long and very thorough inquiries could make it possible to 
conclude whether the elite has a truly significant part to play in the way a particular 
regime is developing. Such inquiries do not exist, both for these reasons and because ac
cess is typically difficult to obtain.
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The same conclusion has to be drawn with respect to “modern” dictatorships, whether 
these are based on a single party, on the military, or on both. Here, too, the distinction be
tween the political elite and the social and economic elite is impossible to draw, given 
that the members of the new elite are anxious to change society and that they use the po
litical instruments at their disposal to attempt to do so. How far these changes are 
achieved, however, is more problematic. In most cases, the old elite are eliminated. It is 
true, as was the case in European communist states, that the institutions are profoundly 
reshaped and the way politics is conducted becomes consequently different. Whether a 
change of mentalities is obtained as a result is markedly less clear. In contrast, as seems 
to be shown by way in which, once the regime has collapsed, political life takes once 
more a more “normal” turn (Rose and Mishler 1994; Colton and Tucker 1995).

Therefore, we concentrate on democratic political systems and particularly western sys
tems in order to answer to the question of the role of the political elite. Yet, even in the 
context of these societies, realistic conclusions are difficult to draw, partly because empir
ical studies devoted to this matter are still rather rare and partly because, as Putnam 
stated, generalizations have too often been made on the basis of theories only. We first 
need to examine the empirical validity of the claims made by those theories that assert 
that the role of the political elite is dominant, even in democratic societies. Second, we 
need to see to what extent one can delineate the role of the political elite in shaping the 
characteristics of democratic societies.

3.1 The Political Elite: United and Dominant?

Classical theories assert the dominant character of the political elite is that the divisions 
within democratic political elite are illusory because, when it comes to “fundamental” 
problems, the social and ideological unity of that elite re‐emerges and frustrates efforts to 
radically change the character of the society. As was pointed out above, this stand was 
taken in a variety of different ways and especially under the labels of the “ruling class,” of 
the “power elite,” and of the “establishment.”

The view that the political elite in western democracies are “fully” united is, however, un
realistic. If the people in western democracies do not support “truly” radical policies, it is 
not surprising that only few members of the political elite should support these policies. 
Meanwhile, the members of that elite are divided in many ways, even if they do not con
stitute a mirror image of the population in terms of their social composition. Their ideo
logical standpoints are far from being as close to each (p. 829) other as the supporters of 
the “radical” theories suggest, even if the divisions which exist are “merely” between con
servatism and reform. Their attitudes to specific policies are also frequently profoundly 
different and these disagreements are also expressed in very strong terms, whether in 
parliament or elsewhere. It is therefore simply not true that the political elite is “funda
mentally” united in western democracies: what is in question is how “disunited” that elite 
happens to be and how far it is more disunited in some countries than in others or at 
some points in time than at others.
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3.2 Patterns of Conflict and Consensus within the Political Elite

In some countries or at some occasions, members of the political elite tend to come to 
agree about adopting a common stance over key policies. More commonly, “consensual 
politics” has characterized a number of western European countries with respect to so
cial or economic policies; other countries typically practiced “confrontational politics.” 
Moreover, in societies with strongly identifiable “pillars,” such as the Netherlands or Bel
gium, the idea often prevails that the parties representing these pillars should either gov
ern together or at least be permanently associated in some of the key social policies af
fecting the country (Lijphart 1968, 1999).

Such developments may provide a strong argument in favor of the view that the political 
elites are “fundamentally united.” Yet not only are these developments supported by the 
populations concerned, but they are also regarded by some scholars, and in particular by 
Lijphart, as a higher form of democracy than the forms practiced by the countries in 
which the political elite is sharply divided between government and opposition. Democra
cy is regarded by many as meaning above all broadly‐based participation rather than per
petual conflict. Thus, the kinds of arrangements at the levels of “peak” interest groups, 
parties, and national executives seem to provide better mechanisms for lower social stra
ta participation than confrontational systems in which only a part of the population sup
ports governmental policies.

The most powerful criticism that can be levelled against the “consensual system” is that it 
enables the members of the elite to enjoy a more “cosy” life, somewhat sheltered from 
electoral fluctuations. The key parties may act together in ways that are regarded by 
some as being of the nature of a “cartel” (Katz and Mair 1995).

Thus the political elite may or may not be ideologically united in western democracies. 
But the unity or disunity of the political elite reflects the extent to which that elite devel
ops policies that are at least acceptable to the mass of the population. This does not mean 
that the relationship between the political elite and the mass of the population is always 
easy or that the people play always or even often a significant part in the policy directions 
taken by the political elite (see the section on mass–elite representation below). This only 
means that in western democracies the relationships within the political elite and be
tween the political elite and the population are more (p. 830) complex and more subtle 
than the theorists had suggested (Strom, Müller, and Bergman 2003). This also means 
that there is a great need for more empirical studies which would make it possible to de
termine with precision what are the realistic limits of the divisions within the political 
elite and to what extent and in what circumstances a united political elite is at unison 
with the broad mass of the people.
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4 Conclusion
The concept of the political elite developed gradually out of the broader concept of the 
elite which sociologists came to use, especially in the later nineteenth century, to attempt 
to summarize the nature of the link between the rulers and the ruled. The concept of elite 
was perhaps easily applicable to those countries in which the social structure was rela
tively stable or where changes brought about by a revolution tended to be imposed from 
above. Its validity came to be markedly more dubious in the context of the politically com
plex societies which democracies, and especially western democracies, have become. 
This is probably why theories about the character and role of the elite have been more 
numerous up to the middle of the twentieth century than afterwards.

It does not follow that the concept of the political elite should be discarded, for instance 
in favour of purely institutional definitions. The concept of the political elite has a twofold 
advantage. On the one hand, it induces scholars to reflect upon the links between the 
members of the different political institutions which play a part in shaping the nature of 
political decision making. On the other hand, the concept also forces scholars to consider 
the relationships between the political elite and the social and economic elite. Yet it does 
remain the case that the concept of elite is necessarily relatively imprecise and that it 
minimizes to a substantial extent the levels which exist among those who belong to it and 
indeed the clashes that occur among elites. The use of the concept of political elite can 
therefore help markedly our understanding of political life, but on condition that it be 
treated, not as a rigid notion which is uniformly applicable, but as a flexible tool which 
takes into account the immense complexities of the power relationships between human 
beings.
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Abstract and Keywords

This article discusses political representation and democracy, and argues that the charac
ter and quality of policy representation varies. These would depend on the institutional 
settings of democracies — the candidate selection and the electoral system — where the 
institutions provide incentives or disincentives for representatives to be responsive. The 
article explores the theoretical backbone of political representation and presents a re
view of related literature, with regards to the impact of institutions on representatives, 
their relation with voters, and policy representation.
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theoretical backbone, policy representation

POLITICAL representation is at the heart of liberal democracies. Whereas democracy is 
the idea of popular rule or effective fate control of the people, representation is the mean 
to realize the democratic idea of giving people a voice in large states. Representation is 
the “process in which one individual or groups (the representative) act on behalf of other 
individuals or groups (the represented) in making or influencing authoritative decisions, 
policies, or laws of a polity” (Thompson 2001, 11696). Representation may occur in many 
circumstances. Representation in combination with democracy implies parliamentary rep
resentation and representation of the people by governments. The crucial question is how 
representation comes about. How can democracy guarantee that the popular will steers 
authoritative political action? There is no simple answer to the question how policy pref
erences of represented have any influence upon policies enacted by representatives. 
However, from a normative point of view, the relationship between citizens' interests and 
policy decisions of representatives should be a causal one. Responsiveness is one of the 
features democracy stands for (Etzioni 1968; Eulau and Karps 1977). Some scholars even 
regard it as a defining element of democracy. John D. May, for example, states that 
democracy means responsive rule (May 1978, 1).
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In democracies, the major link, which establishes a “causal” relationship between the 
wishes of the people and acts of governance, are elections. Bingham Powell's book title 

Elections as Instruments of Democracy is programmatic in this regard (Powell 2000). Pub
lic opinion as an important driver of public policy change has been emphasized in earlier 
chapters (Wlezien and Soroka, and McIver in this volume). (p. 834) Here, the mechanisms 
that shape the degree and character of political representation will be explored some
what more in detail. The question is which institutional provisions allow democracy as a 
process of delegation and accountability to be effective and representatives to act in ac
cordance with the wishes of the people, instead of substituting elites' private desires for 
promised public policy goals (Laver 1997).

This chapter argues that the quality and character of policy representation varies, de
pending on the institutional settings of democracies, namely the electoral system and 
candidate selection, that is, institutions provide incentives or disincentives for represen
tatives to be responsive. The first two sections serve to explore the theoretical backbone 
of political representation. The remaining sections review the literature with regard to 
the impact of institutions on representatives, their relation with voters, and policy repre
sentation.

1 Norms and Models of Political Representa
tion
The basic idea of representative democracy comprises a more or less simple chain of del
egation, or “authorized representation” as Bingham Powell prefers to term it (Powell 
2000, 10 ff.). Citizens' preferences translate into voting behavior, the latter into election 
outcomes, which in turn determine policy making. However, there are obvious differences 
between parliamentary and presidential systems. In parliamentary democracy, the chain 
of delegation runs from voters to elected representatives, that is, parliamentarians; from 
legislators to the executive branch; and from there to the heads of executive depart
ments. Parliamentary democracy is based on the supremacy of parliament. In terms of 
principal‐agent theory, accountability is simple, following the singularity principle, that is, 
“single or non‐competing agents for each principal; a single principal for each agent.” 
Parliament is accountable to voters, government accountable to the parliament. In con
trast, in presidential systems, voters are the principal for the legislature and the presi
dent. Heads of executive departments may face more than one principal (Strøm 2000, 
268–70). As proposed by Dieter Fuchs, political representation is a sequence of action 
products. Citizens have demands, which parties turn into political issues. Political parties 
bundle demands into political programs. These programs steer the behavior and the deci
sions of their representatives in parliament and government. Governments implement de
cisions via their administrations, policies are accepted by citizens (or not), affect out
comes, which in turn might gear new demands (Fuchs 1993, 23–35). Common to any per
spective on political representation is that it is regarded as a multi‐level process; as a 
process, because it has a time sequence, as a multi‐level phenomenon, because not any 
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instance is directly accountable to the sovereign, the people. However, whether it is par
liamentary or presidential democracy, the (p. 835) principal of possible principals are the 
people, who delegate or authorize representation to the directly elected.

The way in which this link between representatives, normally members of parliament, and 
represented is conceptualized, differs. Concepts of representation seem to relate to dif
ferent visions of democracy, that is, “Majority Control vision” and the “Proportionate In
fluence vision” (Huber and Powell 1994). The basic distinction between these two visions 
of democracy is whether government should be responsive to the majority of people or to 
as many people as possible (Lijphart 1984), thus the distinction between majoritarian 
Westminster democracy and proportional (consensus) democracy. In general, the majori
tarian vision of democracy goes along with an election rule entailing single‐member dis
tricts, the proportional vision with multi‐member districts (Powell 2000). The majoritarian 
vision produces normally a small party system, and a one‐party dominance in parliament 
and government. The proportional vision produces multi‐party systems and coalition gov
ernments. From these features result different motivations and patterns of representa
tion, more personalized in the majoritarian, more partisan in the proportional vision, 
more regionalized in the first, and more collectively oriented in the latter. Furthermore, 
there is leeway for different types of representation within a vision of democracy (see the 
contribution of Thomassen in this volume for different values of democracy).

The most influential empirically testable model in comparative research is the famous 
Miller–Stokes diamond, introduced by the well‐known article “Constituency influence in 
congress,” published in 1963 (Miller and Stokes 1963). Applied to a majoritarian system 
with single‐member districts, the diamond model comprises constituency's attitudes, 
representative's attitudes, their perception of constituency's attitudes, and their roll call 
behavior. Two ideal types of representation are embedded in this model. The first ideal 
type is the delegate conception of representation, which means that representatives cor
rectly perceive constituency's attitudes and transform them directly into their roll calls. 
This is the instructed delegate. The second ideal type demands no imperative relation be
tween constituency's attitudes and roll calls. The representative decides solely on basis of 
her or his attitudes. By chance (or systematically) these attitudes may be the same or sim
ilar to those of the constituency. If congruence between representative and represented 
results by chance, the ideal type corresponds to what Edmund Burke had in mind in his 
famous speech to the voters of Bristol—the independent deputy. Thomassen (1991) has 
criticized these two conceptions for two reasons. First, “pure Burkean role conception of 
deputies, who think that the will of their constituents should not be decisive for their be
havior, can by definition not be an instrument to implement people's will” (Thomassen 
1991, 261). Second, the instructed‐delegate model seems to assume that representative 
democracy is only a sorry substitute for real, that is, direct democracy and does not re
flect that in modern parliament the task to perform is not to defend local interests against 
central government but national policy making. Furthermore, both conceptions and there
by the Miller–Stokes model do not take into account the role of political parties which are 
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very important in all democracies and in particular in the European context (Thomassen 
1991, 265–6).

(p. 836)

However, this is not the only interpretation possible, in particular because Miller and 
Stokes themselves argue that the congruence between the attitudes of representatives 
and their constituency may not result from instruction of the deputies by the voters, but 
from the choice of the voters for a candidate with the respective attitudes (Miller and 
Stokes 1963, 50). Nevertheless, this conception is dyadic in contrast to models of collec
tive representation like the responsible party model. Accountability rests on the direct re
lation between constituency's voters and the deputy, who may be punished in the next 
elections. This view is inspired by the majority control vision of representation, which cer
tainly underlies single member district (SMD) systems such as in Britain and Australia.

Even in some SMD systems, and certainly in proportional systems, accountability is orga
nized differently, and can be best conceptualized in terms of the responsible party model. 
Thomassen makes this a central point of his critique of the dyadic model of representa
tion (Thomassen 1991) and most empirical representation studies in Europe have applied 
the approach of collective party representation. This proportional vision of democracy has 
in fact, though not necessarily constitutionally, implemented a system of accountability in 
which political parties offer an implicit contract between voters and elected. Voters vote 
for a program offered by one of the parties, parties commit their MPs to this program, 
and by this commitment “parties are essential for making the democratic accountability 
of MPs meaningful” (Müller 2000, 311). In terms of the principal‐agent approach: delega
tion runs from voters to parties, from parties to MPs and government officials, account
ability consequently from government officials and MPs to political parties, and from po
litical parties to voters. This is a totally different conception of representation than in the 
dyadic model, and is more typical of systems such as the Netherlands or Sweden. In addi
tion, Miller and Stokes acknowledge in their classic study of political representation that 
constituency control is “opposite to the conception of government by responsible national
parties” (Miller and Stokes 1963, 45). Obviously, these two conceptions of democracy pro
duce different demands for representatives.

The question is what are the driving forces that guarantee responsiveness of representa
tives to the electorate? Empirical research into political representation has provided em
pirical and systematic insights to illuminate these mechanisms.

2 Institutions and Political Representation
The way in which responsiveness and accountability work in terms of delegation, namely 
with regard to the foremost relation between voters and elected stressed in democratic 
theory, depends on the vision of democracy that is embedded in the political institutions. 
With regard to the link of voters and representatives, obviously (p. 837) the electoral law 
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is important. Two additional factors influence the link as well: the selection procedures of 
candidates and the structure of the party system.

Starting from Duverger's law and Rae's seminal work, researchers have studied electoral 
formula effects on the allocation of seats and the structure of party systems (Duverger 
1954; Rae 1967). In recent years, however, researchers have also investigated the effects 
of the (strategic) behavior of candidates and parties (Cox 1997). Carey and Shugart put 
the problem in a nutshell: “If a party has more candidates than the number of seats it 
wins, then the electoral formula must specify a means for determining which candidates 
take the party's seat” (Carey and Shugart 1995, 417). Electoral formulas distribute the 
precious commodities, that is, legislative seats among the candidates, and give incentives 
for candidates, either to rely on their party's reputation or on their personal reputation. If 
party reputation is all that matters for each politician's electoral prospect, then they will 
rely on the party. If, however, “electoral prospects depend on winning votes cast for the 
individual politician instead of, or in addition to, votes cast for the party, then politicians 
need to evaluate the trade‐off between the value of personal and party reputation” (Carey 
and Shugart 1995, 419). Closed‐list PR systems, for example, do not need to trade‐off be
tween party's and personal reputation. Single non‐transferable vote systems, or SMD plu
rality systems with open endorsement, on the other hand, provide incentives for candi
dates to work on their personal reputation as a means for winning elections. Carey and 
Shugart analyze all the effects of election system variants and show that district magni
tude, in combination with the electoral formula, strengthens or loosens the effects: in 
closed‐list systems, the value of personal reputation decreases with magnitude, in all oth
er systems the value increases (Carey and Shugart 1995, 430).

These insights can also be evaluated in terms of delegation and accountability. Electoral 
laws that provide incentives toward personal voting obviously authorize personal repre
sentation and make candidates directly accountable to the voters. The United States is 
normally considered the archetypical example of this model. In closed‐list systems to the 
contrary, voters authorize party representation and only can make political parties ac
countable. The intervening variable in this process is candidate selection. This refers to 
the controls to protect the principal, the voters, ex ante. These controls are exercised by 
the party organization, and (democratic) intra‐party selection processes.1

Ex‐post controls include “police patrol” and “fire alarm” oversight (McCubbins and 
Schwartz 1984). “Police patrol” refers to direct monitoring and investigation of MPs activ
ities and matters of concern to constituents by the voters themselves. It is costly for the 
voters and only likely in districts of low magnitude. However, the German case, for exam
ple, illustrates that, for the personal vote, this kind of oversight indeed matters (Klinge
mann and Weßels 2001). “Fire alarm” oversight is exercised by third parties, which could 
be interest groups and associations, but is normally done by the opposing parties 

(Mitchell 2000). It includes the monitoring of actions and (p. 838) decisions, confrontation 
with pledges, etc., thus the ordinary means in the interplay between government and op
position.
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In general—although not in every case given party regulations for member or even voter 
primaries—knowing the election law means to know the incentive structure for candi
dates and elected. The more personal the vote, the less accountable are candidates and 
elected to their party and the more to their constituencies. This is typically the case in 
first‐pass‐the‐post electoral systems like in the United States of America, India, Great 
Britain, and a number of African countries. Closed‐list systems, to the contrary, generate 
full accountability to the party because candidate selection generally depends solely on 
the selection criteria of the party. Such electoral systems exist in the Scandinavian coun
tries and a number of other democracies in Europe (Czech Republic, Slovakia, the 
Netherlands, and Spain, for example), but also in Israel, Argentina, and Chile.

The basic hypothesis following from these considerations is that where parties are in full 
ex ante control, it is in the interest of candidates and elected officials to follow the de
mands of their party. Where this is not the case, and where the fortune of the party de
pends on the choice possibilities between single candidates, a party is well advised to 
leave room for individual candidates to gain personal reputation. This includes an incen
tive for the candidate in case of doubt to defect from or to weaken party reputation by 
staking out own positions. The first case quite often is an institutionalization of the “Pro
portionate Influence vision” of representation, the latter of the “Majority Control vision” 
of democracy. When institutions embedding these different visions of democracy are ef
fective, this should translate into orientations and the behavior of representatives and af
fect policy representation accordingly.

In representation research, three questions dominate. Whom do legislators want to repre
sent? How do they do it? How representative or responsive are they with regard to vot
ers' views and policy demands? The first two questions relate to the old question of role 
orientations of MPs and they are strongly inspired by the instructed delegate–indepen
dent controversy.

3 Whom to Represent: The Focus of Represen
tation
Focus and its counterpart, the style of representation, regard the role orientations of rep
resentatives. Role orientations are not merely attitudes, but translations of social expecta
tions into individual norms of behavior. Approaches applying sociological role theory to 
political representation argue that roles mediate between the deputy as an individual and 
the deputy as an element of an institution, namely a representative body. “The chief utili
ty of the role‐theory model of the legislative actor is that, unlike other models, it pin
points those aspects of legislators' behavior which make the legislature an institution” 

(Wahlke et al. 1962, 9).

(p. 839)
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However, for a long time, research on the sources of legislators' role orientations was 
fragmented and sometimes contradictory (Jewell 1970, 483). The same was true with re
gard to the effects of role orientations (Alpert 1979). Kuklinski and Elling even doubted 
that it would be worthwhile continuing such research (Kuklinski and Elling 1977). Jewell 
suggested that broadening the comparative scope might help to overcome these short
comings, because he expected norms of political culture and the structure of the political 
system to have an impact on legislators' orientations (Jewell 1970). Another reason for 
the failure of the role orientation approach was seen in the problem that collective party 
action was inadequately accounted for in research inspired by US traditions (Holmberg 
1989; Thomassen 1991). Due to the increasing consideration of the role of political par
ties in most parliaments, research results clearly show that institutional settings shape 
the acquisition of legislators' representational roles. Furthermore, roles influence policy 
representation and thus are an intervening or intermediary element between institutions 
and individuals.

In many European political systems, the focus of representation is biased towards party. 
On average across west European countries, party is the dominant focus of representa
tion, followed by nation. Constituency as a focus of representation is on average of minor 
importance and even more so representation of particular groups (Kielhorn 2001, 86). 
However, variations across countries are huge and, in some countries, nation dominates 
over party; in France, constituency dominates other foci. Even in Scandinavia, differences 
between countries are striking. In Sweden and Norway, for example, around 70 percent 
of the deputies or more regard party representation as a very important task. In Denmark 
and Iceland, it is the majority, in Finland a minority.

Differences in the role of parties are presumably related to differences in the political sys
tem, either the electoral rule or the nomination procedures. “It appears that the individ
ual‐focused electoral system in Finland affects members' view of their party…Danish rep
resentatives, who are chosen through an electoral system with a certain individual focus, 
are only a little bit less party‐oriented than their Norwegian and Swedish counterparts, 
who are strictly chosen by party list…In addition, the comparatively moderate views on 
party representation held by Icelandic members of parliament can be traced to the nomi
nating system” (Esaiasson 2000, 61–2). Barnes found that in order to secure preference 
votes candidates in Italy put more emphasis on local political activity than party activist 
activities (Barnes 1977, 149). In Germany, candidates for districts and regional lists re
gard different criteria as important for their nomination. For district nomination, the abil
ity to win votes is regarded as most important, for regional list nomination the political 
position within the party, Porter found, interviewing candidates at both levels (Porter 
1995, 84–6; Weßels 1997, 78–81). The same motivations seem to underlie the degree of 
constituency services of MPs in majoritarian democracies. Findings indicate that in Cana
da with its first‐past‐the‐post electoral system, constituency service is used to initiate or 
sustain a political career (Clarke 1978). In Australia, also a majoritarian system, but using 
an alternative vote (preferential) system, however, marginality has no positive effect on 
constituency service. The explanation is that partisanship is very strong among voters so 
that the personal vote does not exceed approximately 3 percent of the total vote. (p. 840)
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This gives parties the disciplinary resource of the “threat of ‘deselection’, the removal as 
the party candidate in the district” (Studlar and McAllister 1996, 73). Thus, party service 
plays a more important role in Australia despite the fact that it is a majoritarian system, 
because there is an incentive for incumbents and possible candidates to show party loyal
ty if they want to run in the next election.

Even in new democracies where institutions have not had the same time to affect orienta
tions and behavior, the effects of institutional incentives are noticeable. In Hungary, for 
example, from early after the transformation onwards, we can observe striking effects of 
the electoral rules. MPs elected by personal vote had a representation focus to represent 
the electorate or the whole country. MPs elected by list vote, to the contrary, also empha
sized party (Ilonszki 1994, 246). Nomination for and placement on party lists in Estonia 
depends on the quality of party services. In Lithuania, which has a mixed system, to be 
well known in the district is more important for candidate selection than party service 

(Ruus 2003, 68, 74).

Incentives to cultivate a personal vote thus are set by nomination procedures, which are 
strongly affected by electoral laws. On a broader comparative scope, the effects Carey 
and Shugart attribute to district magnitude are clearly visible (Carey and Shugart 1995, 
430–2). Despite their theoretical argument that this is true only in closed‐list systems, the 
general argument of Cox that district magnitude is the most important factor for strategic 
behavior both for electors and elites because it indicates the degree to which elections 
are personalized or particized (Cox 1997, 228), holds up across western Europe (Kielhorn 
2001, ch. 4.1; Weßels 1999b).

4 How to Represent: The Style of Representa
tion
The “style” dimension of representation, that is, whether a representative's role is de
fined in terms of a delegate or a trustee, to take the extremes of the continuum, is regard
ed as relatively useless in representation research. The reason is a simple one: many, 
though not all constitutions, define members of parliament as independent and responsi
ble only to their own conscience. There are variations, however, but doubtless, the old 
Burkean controversy does not seem to exist any longer. The German, French, Greek, and 
Spanish constitutions explicitly demand or guarantee that a representative is not bound 
by orders and instructions. In addition, some constitutions state that the representative 
or the parliament represents the nation, the country, or the entire people (in Luxem
bourg, the Netherlands, and Italy for example). In Sweden, a similar paragraph has been 
deleted from the Riksdag Act by a revision of the constitution in the early 1970s; but it 
still remains impossible for parties or voters to recall a mandate (Esaiasson and Holm
berg 1996, 50).

(p. 841)
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Although an imperative mandate is virtually illegal in all representative democracies and 
thus the independence of members of parliament is guaranteed, in practical terms, in 
many democracies representatives follow their party. Given the constitutional provisions, 
most MPs' self‐conception is that of an independent representative. However, if confront
ed with a demand for party discipline or contradicting preferences of different potential 
principals, MPs often go with the party. Barnes found, that two‐thirds of the Italian 
deputies agreed that a representative should vote as the party asks. In the case of a dif
ference between their own conviction and the party stand, still more than half agreed to 
vote with the party (Barnes 1977, 129, 132). In Sweden, MPs decide dominantly, that is, 
47 percent, in line with the party if their own view or their perception collides with the 
party's view (Esaiasson and Holmberg 1996, 54). In France, the proportion is roughly 40 
percent (Converse and Pierce 1986, 663–71).

Similar patterns can be found in the new democracies in eastern and central Europe, as 
Linek and Rakunasova have demonstrated for the Czech Republic (Linek and Rakusanova 
2004, 113) and Čular for Croatia (Čular 2003). Not only does the party's opinion often 
count more than the MP's own opinion or voters' opinion, the style of representation is re
lated to the electoral system. In Hungary, for example, a higher proportion of MPs elected 
by list vote compared to those elected by personal vote think that they are bound by party 
instructions (Ilonszki 2003).

Even more than their attitudes and reports about their behavior, the actual votes of MPs 
strikingly point to representation following the responsible party model. Party unity in 
voting is very high in most established democracies, although it shows some characteris
tic variations. It is very high in the Nordic countries of Europe, that is Denmark, Iceland, 
Norway, and Sweden (the Rice‐index of party cohesion is in the high nineties). Only Fin
land is somewhat lower (Jensen 2000, 217–20), which may have the same explanation as 
the deviation of Finland's MPs with regard to the focus of representation. In Belgium, the 
UK, and Germany, parties show high unity in voting, too.

The figures seem to be lower in new democracies, for example in the Czech Republic and 
Russia, where the Rice‐index is in the 80s or even 70s. In the case of the Czech Republic, 
this is attributed to the oversize of the winning majorities which made it cheap for MPs to 
defect (Linek and Rakusanova 2004, 114–15), in Russia to the weakness of parties 

(Legutke 2001). Whatsoever, comparing Russia and the United States, both presidential 
systems, differences vanish. Party unity of the post‐communists in Russia in many years 
of the Duma's legislative term is even higher than for US Democrats and Republicans. 
This shows that even where party unity is not as strong as in many western countries, in
stitutional effects are noticeable. In Russia, list deputies are significantly more likely to 
vote with the majority of their faction than SMD deputies (Haspel et al. 1998; Kuklinski 
and Elling 1977).

These findings give ample evidence for aspects central to political representation. First, 
institutional structures can be a constraint and facilitator of norms and behavior (Kuklins
ki and Elling 1977). Obviously, they provide incentives inherent in the career patterns of 
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politicians to make it more likely that politicians think and behave as institutional settings 
demand. This does not imply an institutional determinism, (p. 842) which would be as poor 
an explanation as the old sociological determinism. Findings refer to probabilities, not de
termination. Second, political representation in liberal democracies more often than not 
is party representation. Accountability works the way researchers of political representa
tion have claimed, namely as responsible party model, and in terms of expected sanc
tions, as Müller proposed in his principal‐agent model of party democracy (Müller 2000). 
However, where institutional incentives are weaker in this direction, party representation 
is also weaker. The most interesting point is that the choice between different visions of 
democracy at the macro‐level (a system or an institution like the whole parliament) shows 
its imprint on attitudes and behavior. This means that, even at the micro‐level, where in
stitutional incentives for individual representatives differ within a system, for example 
with regard to types of mandate, institutional settings have a differentiating impact, 
steering attitudes and behavior more to the one or the other direction of models of repre
sentation.

5 Issue Congruence and Policy Representation
If institutionalized visions of democracy leave their imprint in role orientations of repre
sentatives and representational roles gear behavior, then this should be reflected in poli
cy representation. However, representation is a multi‐level process. At the end of the 
process, legislation and governmental action should be responsive to voters' wishes and 
demands. To reach this point, however, there is a long way to go and individual acts of 
representation may fail in the end. To represent and to win a majority in parliament are 
two different things. This is why studies of issue congruence between representatives and 
represented claim to study policy representation. Without articulating demands, there 
would not be a chance to realize policy goals. Articulation of policy goals, however, does 
not necessarily imply that the proposals will get through (Weßels 1993). The study of is
sue congruence between elected and electors is at the heart of empirical research into 
political representation. The starting point was the study “Representation in the United 
States Congress” by Miller and Stokes in the sixties. Its idea and design quickly spread 
around the world and similar research programs were started in Europe and South Amer
ica (Miller 1999).

The original program focused on dyadic correspondence between district opinions and 
representative's opinions. This perspective, however, did not hold up in Europe, were col
lective representation by party was supported by research results. Barnes found for Italy 
a nil relation between district and representative opinion but a considerably strong con
gruence between a deputy and the supporters of his party (Barnes 1977, 121 f.). Similar 
patterns have been found in Germany (Farah 1980), Sweden, France (Converse and 
Pierce 1986, 721–4), and even the US (Esaiasson 1999). (p. 843) These findings contribute 
to our research question: Why do institutional structures matter for issue congruence, 
that is, for policy representation?
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Fig. 45.1  Party‐ vs. median‐voter trade‐off in policy 
representation

Given the limited comparative scope of representation analyses, research into the impact 
of institutional differences on policy representation almost did not exist at all. Dalton 

(Dalton 1985) was probably one of the first, if not the first, who comparatively studied is
sue congruence explicitly dealing with the impact of electoral laws and party organiza
tion. He argued both from the perspective of parties as strategic actors, and candidates' 
dependency on parties. Parties in a plurality system tend to gravitate toward the center of 
public's opinion distribution, and in proportional systems “more accurately represent vot
ers in numerical and policy terms” in order to avoid vote losses to new parties which may 
form to fill the gaps left (Dalton 1985, 286 f.). Furthermore, he argued that party struc
tures have an impact on issue congruence: the more centralized the procedures for se
lecting parliamentary candidates, the higher the congruence between party voters and 
their representatives. It was not accidental that he investigated these hypotheses with da
ta on the elections to the European Parliament in 1979, this data included mass samples 
for the nine member countries at that time and a survey of MEP candidates, thus provid
ing a first chance to study policy representation comparatively. Dalton found the party 
structure hypothesis was supported somewhat more than the electoral system hypothesis 

(Dalton 1985, 287, 291). Fifteen years later, for the 1994 European elections, the elec
toral system hypothesis was confirmed again for EP candidates and for elected MEPs 

(Marsh and Weßels 1997).

Source: 
Weßels 
1999a, 
149

The figure 
repre
sents the 
regres
sion lines 
of trade‐
offs be
tween pol
icy dis
tances of 
represen
tatives to 

the median voters and the party voters for a variety of policy issues 
(mean number of issues around 10; mean number of comparisons 57 per 
study).

Abbreviations indicate country (FR: France; GE: Germany; NE: The 
Netherlands; SW: Sweden; US: United States of America), year of the 
study, and for France whether the sample was candidates or elected rep
resentatives.
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Until the mid‐1990s, any attempt to study issue congruence at the national level in a com
parative perspective had to rely on secondary analysis of existing studies. A group of re
searchers around Warren Miller started such a project with the explicit goal to find sys
tem differences. Relying on ten representation studies from five countries—France 
(1968), Germany (1988/9), the Netherlands (1971, 1977, 1989), Sweden (1968, 1985, 
1988), and the US (1958, 1986/7)—a variety of issues were addressed.2 Researchers 
asked: Did the behavior of individuals of mass electorates and the match of preference 
distributions between electors and elected offer empirical support for the responsible 
party model; did local representation play a different role in varying systems; and did in
centives offered to deputies by majoritarian or proportional systems make a difference for 
policy representation (Miller et al. 1999)? This research produced mixed or partly contra
dictory evidence concerning the variation in degree of a responsible party model across 
systems (Pierce 1999). However, the incentive effects of electoral law came out very clear. 
Deputies solved the representational trade‐off between median and party voter in majori
tarian systems by skewing representation in favor of the median, in proportional systems 
skewing it in favor of the party voters (Weßels 1999a). The rank order of countries with 
regard to the strength of the trade‐off between median voter representation and party 
voter representation matches the rank‐order of countries on the majoritarian‐proportion
al (p. 844) continuum of democracy almost perfectly and is rather stable over time. The 
two majoritarian systems USA and France rank highest in this trade‐off, indicating that is
sue congruence to the median voter is increased at the expense of lower congruency to 
party voters. In the Netherlands and Sweden, almost ideal‐types of the proportional vi
sion of democracy, distances to party voters are much lower than to the median voter. 
Germany as mixed system ranks in between (see Figure 45.1). This trade‐off in respon
siveness to the median and the party voter correlates −0.83 with the disproportionality of 
the electoral system and 0.91 (Weßels 1999a, 151) with the consensus score of Lijphart 
and Crepaz (Lijphart and Crepaz 1991). The concept for this score was developed by Li
jphart in his book “Democracies” in order to differentiate political systems on the majori
tarian‐consensual dimension (Lijphart 1984). Other findings for the USA at the district 
level show that there is no full convergence of district candidates' positions (p. 845) of the 
Republican and the Democratic party but that candidates of both parties are the more 
conservative the more conservative the constituency is (Ansolabehere, Snyder, and Ste
wart 2001). This finding supports the trade‐off hypothesis because it implies that, irre
spective of party affiliation, candidate positions move with the median opinion in the con
stituency. These results indicate that different visions of democracy embedded in the in
stitutional structure had an impact on responsiveness in the expected direction and were 
very much in line with the findings on representational role orientations.

G. Bingham Powell (Powell 2000) took a different route to investigate representation at 
the national level comparatively. His aim also was to demonstrate trade‐offs in represen
tation induced by different institutional versions of democracy. Using the left–right dimen
sion rather than single issues, he compared citizen orientations from mass surveys with 
those of legislatures and governments for which positions were independently measured 
by expert judgments. In analyzing the normative premises of the majority and the propor
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tional model of democracy, Powell found a variety of effects of institutional structures on 
representative performance (Powell 2000). Of the many relevant findings, two are of par
ticular interest here. The two visions of democracy—majority control and proportionate 
influence—clearly work distinctively well with regard to left–right congruence, the pro
portional systems outperforming the majoritarian systems. Nevertheless, measuring the 
two types of democracy against their own ideals with regard to election process and re
sponsiveness to elections, both perform equally well. Powell's (2000) study shows that 
elections in majoritarian systems produce easily identifiable (one‐party) government ma
jority, provide the opposition with little influence on policy bargaining and government 
policies, resulting in a clear mandate and accountability. To the contrary, in countries with 
the proportional constitutional design, coalition governments prevail, the opposition has a 
proportional influence on policy bargaining and government policies, and representation 
in the legislature is more proportional. In other words, different types of democracy real
ize their different goals by different institutions equally well (Powell 2000, 237–46).

Whether the impact of institutions on policy representation also works in new democra
cies, is still an open question. On the one hand, one might argue that adaptation to the ef
fects of institutions needs time in terms of learning and experience. On the other hand, 
research on role orientations of representatives shows that the incentives set by institu
tions are well perceived. Empirical research is rare. However, Kitschelt et al. (Kitschelt et 
al. 1999) showed that issue congruence between voters and elites in Bulgaria, the Czech 
Republic, Hungary, and Poland is strongly shaped by the character of party competition. 
The party competition structure leads to different ways of representation. Polarizing 
trusteeship—Esaiasson and Holmberg would call it “representation from above” (Esaias
son and Holmberg 1996)—occurs in significant dimensions of party competition, mandate 
relationships in other areas (Kitschelt et al. 1999, ch. 9). Parties and their representatives 
react strategically to competition structures with regard to issues or issue dimensions. It 
is thus quite likely that they also react strategically to institutions, which shape the com
petition like electoral rules. However, at present no empirical evidence is available, nei
ther in favor nor against this hypothesis.

(p. 846) 6 Conclusion
Political representation is a multi‐level and multifaceted core element of liberal democra
cy. Without an acceptable degree of responsiveness, the legitimacy of democratic gover
nance would be questioned. This article has tried to draw attention to the question as to 
what degree political institutions guarantee democratic representation. This is not a triv
ial question because representative institutions cannot act without individuals giving life 
to them. Thus, the more precise question is whether institutions provide incentives for in
dividual actors like legislators or collective actors like parties and their individual repre
sentatives to act according to the expectations with regard to representation.

The research in this area implies that institutions indeed increase the chances that repre
sentatives are acting as they ought to do. Institutional incentives provide two interrelated 
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aspects relevant for political representation: representational role orientations and issue 
congruence. Role orientations with regard to the focus, that is, whom to represent, and 
the style of representation (trustee‐delegate /continuum), can be seen as the basis of rep
resentatives' action. Both aspects of representational role vary systematically with system 
characteristics, the electoral system in the first place, and the nomination system in the 
second place. Furthermore, the degree or character of issue congruence, that is, policy 
representation, also varies systematically with system differences. Thus, one can con
clude that institutions shape action orientations, which results in the respective out
comes, that is, policy representation. The institutional impact points consistently into the 
expected direction for both aspects, also giving room for variation according to the expec
tations of different visions of democracy.

It would certainly overstate the results to say institutions make representation work. It 
would not work without the individual deputies. Nevertheless, as one can say that 
deputies breathe life into representative institutions, one can conclude from the reported 
findings that institutions help to make representatives perform as is normatively expect
ed.
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This article provides some perspectives on representation. It first studies the normative 
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REPRESENTATION is an idea that gained prominence in the eighteenth century. It struc
tures much of what we think democracy means. But as scholarship it has been largely fal
low ground. We knew just a little bit more about the facts of representation in the late 
twentieth century than we did 200 years earlier.

And then we started to learn again, asking novel questions and getting answers to them. 
In this chapter it is my task to make some sense of this pattern, to explain the stop and 
start character of the scholarship. That I will do. I will have little to say about the previ
ous chapters because I find them very self‐contained. A reader who has read and under
stood them should be spared a repetition of what he or she already knows. Clearly the 
same themes will emerge.

I will first say a few words about the normative issues that haunt the representation liter
ature. Then I will move on to design issues, focusing on the question of why cross‐section
al studies of representation have not been particularly fruitful. Then I move to longitudi
nal studies, cross‐polity analyses (very briefly), and thinking about politics as a system.
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(p. 851) 1 Normative and Empirical
Much of what we call representation research is actually normative discussions of repre
sentation. We have asked, at least since Burke (1889) how should representatives behave 
and what should representation be. If I just tell the truth here, the design of what is to 
come in this chapter will make more sense to the reader. I find this discussion tedious. I 
think we could have it over and over again for a thousand years without gaining a wit of 
worthwhile understanding.

Contrast Mansbridge's (2003) recent work on the topic. An alleged normative theorist, 
Mansbridge instead asks what models of process we ought to formulate to square our 
thinking about representation with the message of empirical studies. How we should 
think about processes which we have closely observed is indeed a useful discussion, in a 
word—maybe unintended—science.

Starting with the traditional model, which she labels “promissory”—the member promises 
to do something during the election campaign and then later does it while in office—
Mansbridge develops three other types that square with empirical scholarship. “Anticipa
tory” representation occurs when the member in office anticipates what will please voters 
at a later election, rather than being tied to promises made in the previous one. Based on 
the work of Arnold (1990) and on my own developments with Erikson and MacKuen (Stim
son, MacKuen, and Erikson 1995 and Erikson, MacKuen, and Stimson 2002), the anticipa
tory model is more realistic when one postulates rational members eager to be re‐elected. 
The idea that one would represent only by honoring past promises is less than rational 
behavior; the politician can benefit also by representing on emerging and changing issues 
to please future voters. (And if voters change their minds, as for example on the Iraq War 
in the United States, then it would be neither smart nor responsive to be bound by 
promises from an earlier time.)

Mansbridge's “gyroscopic” model has members doing their own thing, following an inter
nal compass. Insofar as voters know what direction a member will follow, and take it into 
account in their voting decisions, then meaningful representation takes place even with
out the member consciously taking into account constituent preferences or interests. This 
notion clearly seems applicable to the emerging polarized parties of American politics. 
One selects a Democrat or a Republican and, with great predictability, gets a string of lib
eral or conservative votes as a consequence.

The electoral district‐member connection is broken in the final model of “surrogate” rep
resentation. In this account members choose to represent others, usually like themselves, 
but beyond the confines of the legally defined electoral district. If, for example, a Hispan
ic member chooses to look out for the interests of Hispanics everywhere (and not just his 
or her voters), it would be a case of surrogate representation.
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(p. 852) 2 The Evidence
This discussion might imply that I think little of representation, which is not the case. But 
I think all the fun is in the empirical sphere, in trying to nail down evidence of what, if 
anything, it is and how it works. That is the sole focus of the rest of this chapter.

2.1 Cross‐sectional

Begin with the sort of evidence we acquire from the classic Miller and Stokes (1963) 
representation study. It shows that for at least some issue domains that average district 
opinion in the United States is congruent with member voting behavior.1 That is a 
straightforward fact, now often replicated and found also in a variety of different sorts of 
studies. But what does this fact mean? The Miller and Stokes analysis saw it as a psycho
logical process model, the famous diamond diagram, telling us that actual district views 
became member perceptions of the district, which interacted with member policy atti
tudes to determine behavior.2

I wish to take a different tack here and ask a research design sort of question about 
causality. Having viewed positive correlations between district public opinion and mem
ber votes, I want to ask what models of behavior for both citizens and members would 
predict the positive evidence that we in fact observe. Asking this question will illustrate 
the frustrating limits of cross‐sectional design.

I want to think about varying voter behavior (as between self‐conscious member selection 
by platforms and expressed views or voting unconsciously), varying member (p. 853) be
havior (as between observed district views as a guide to action or just “doing one's own 
thing”) and other processes that might also explain positive correlation.

2.2 Three Models of Process

Consider three quite different processes and states of the world.

Responsive members. Begin with the most obviously “representative” behavior by mem
bers, observing district views and adjusting behavior to fit. That would produce positive 
correlations and none would doubt that the correlations implied representation in its 
fullest sense. That clearly does not exhaust the possibilities.

Selective voters. Assume in contrast that members pay no heed to district views or 
changes in them. Could we still produce positive correlations? We could. If voters paid at
tention to the policy positions of alternative candidates and factored that into their voting 
decisions, then this also would produce the basic evidence of congruence. Even if no 
member ever thought about what his or her district wanted, that is, policy conscious se
lection by voters would still produce the known positive correlations. This is clearly repre
sentation, Mansbridge's “gyroscopic” type, if not quite responsiveness.
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Distinctive district views. Consider now the prospect that no member ever pays heed to 
district views and no voter is influenced by policy considerations. Could we still produce 
the Miller–Stokes evidence—positive correlation between district opinion and member 
votes? We could. Assume that on at least some issues, some of the time, that district 
views are distinctive. By that I mean that mean attitudes differ more than randomly be
tween one district and another. Perhaps urban districts typically think handguns should 
be tightly controlled and rural districts typically think the opposite. Then imagine that 
voters choose their candidates randomly—or alternatively by some irrelevant criterion, 
say eye color. Then because election is an act of sampling, the members elected will tend 
to have whatever views are distinctive in the district (by accidental, not conscious, selec
tion). And again we produce the congruence evidence.

But is it evidence of representation? Clearly, it is not representation in a meaningful 
sense where neither the representative nor the represented act consciously to achieve 
congruence. And thus we come face to face with the ugly fact of cross‐sectional congru
ence. It is consistent with actual representative behavior and it is also consistent with the 
absence of representative behavior. The evidence itself cannot tell us which we are ob
serving, or in what proportions the meaningful and accidental are mixed.

What we need to break out of this trap is experimental variation in “x,” change in con
stituent attitudes. Change requires us to observe relationships over time.

2.3 Cross‐temporal

Because “representation” has always been seen in the United States as political geogra
phy, a cross‐sectional question at its core, we have little evidence of temporal (p. 854) rep
resentation, changing public opinion followed by changing behavior of representatives in 
government. But our intuition of it is as a process—the representative receives a signal of 
opinion or opinion change and then at some later time chooses whether or not to act on 
it. So we have observed cross‐sectional evidence to infer an unobserved dynamic process. 
And that has left us in the design trap noted earlier.

In one of the most innovative studies ever, Kuklinski and Stanga (1979) observed public 
opinion as expressed in a California initiative measure to decriminalize marijuana use. 
They asked whether (unelected) judges would be sensitive to the initiative outcomes in 
their own areas. They found that sentencing for marijuana use, while not significantly re
lated to the initiative results before the initiative, became so after. Thus, not only did they 
have rare control over time order of independent and dependent variables, they also in 
one stroke demonstrated representation of a sort without any electoral motive.

The earliest approach to observing policy representation dynamics comes in the pioneer
ing work of Page and Shapiro (1983) (updated in Page and Shaprio 1992). Page and 
Shapiro employ a quasi‐experimental approach which locates instances of substantial 
public opinion changes and then asks whether policy also changed in the interval bracket
ing opinion change, and if it did, whether the direction of that change was or was not con
gruent with the direction of opinion change. They found congruence. Opinion changes 
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regularly preceded policy changes in the numerous cases for which measurement of both 
was possible. This is strong evidence for the inference of a dynamic representation effect 
(also see Wlezien and Soroka in this volume for a discussion of cross‐national evidence).

This style of work allows one to infer process, but does not itself describe it. One knows, 
that is, that something consistent with representative behavior happened, but the experi
mental approach does not elucidate that process. Observing the process requires a time‐
series design in which both opinion and policy can be quantified as time series and then 
the causal link between them may be modelled.

There are two sub‐brands of such a time‐series approach. One is a focus on policy do
mains for measurement of both opinion and policy. Bartels (1991) focuses on defense 
spending and finds that public attitudes toward the proper level of defense spending vary 
considerably over time and regularly predict enacted policy in the form of defense bud
gets. Wlezien (1995, 1996) takes a more general approach, looking at a number of domes
tic policy areas and finds similar within‐domain patterns of representation.

The second sub‐brand, seen in my own work with Robert Erikson and Michael MacKuen 
(1995, 2002), assumes that attitudes are more meaningfully global—on the ubiquitous 
left–right scale of public rhetoric and party conflict—rather than specific. It measures 
both opinion (Public Policy Mood) and policy as generalized movements toward left or 
right over time and finds quite conclusive evidence of connection in the expected—opin
ion → policy—direction. Consistent with the Bartels and Wlezien accounts, the global ap
proach points not only to significant links between opinion and policy change, but also 
surprisingly strong ones. For elected bodies, House, Senate, and presidency in the US, 
those links are essentially one to one. Every unit (p. 855) change in opinion produces a 
unit change in policy, and does so almost immediately. For the US Supreme Court, not ex
pected to be responsive and normatively preferred not to be, the link between opinion 
and Court decisions is also quite strong.

Beyond establishing the fact of dynamic representation, the theoretical tilt of this work is 
a focus on mechanism. In particular, it allows causal flow through the means of elections, 
as enshrined in democratic theory and built into the US constitutional structure. Its more 
novel mechanism posits that rational politicians pay close heed to signals of public opin
ion change and adjust to them, while they are going on, to optimally position themselves 
for future electoral gain. This representation by “rational anticipation” can substantially 
change outcomes with little—and in principle, no—change of governing personnel. It is al
so very fast, producing policy change in real time while public opinion is in process of 
evolving to some new demand.

For the United States at least, the longitudinal evidence confirms what decades of cross‐
sectional findings suggest, that governing bodies do respond to public opinion—and per
haps more important, to changes in public opinion. The modern understanding alters our 
understanding of the process from the mechanistic view embedded in the constitution 
and in traditional theory. That has voters actively communicating their preferences to 
representatives, who then act on them before those same voters will reward or punish the 
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representative in elections to come. Those voter acts require a level of information and 
motivation that, though not impossible, are atypical of mass electorates. The revised un
derstanding is that rational and ambitious politicians do an excellent job of anticipating 
what their constituents want and how they will respond to policy changes (even those 
they do not now know) in the future. Rational activist politicians, that is, eliminate the 
need for a rational activist electorate.

But is it only the United States in which such systems of representation exist, or is the US 
simply the easiest case (with single member districts and plurality elections) and most 
studied case of a more universal phenomenon? Thinking about representation in other 
democracies requires a more speculative mood.

2.4 Cross‐national

I begin with an admission that I am not fully competent in this literature—and maybe 
even worse than that. So this will be a very partial treatment, no match for example with 
the Wessels chapter which precedes it. Although I am engaged in representation research 
in the UK and in France, I am limited by my mainly American politics focus of a profes
sional lifetime.

I wish to pursue here understandings that are cross‐national and cross‐temporal. The rea
son for this focus is the same as I noted above, that cross‐sectional work can establish a 
kind of reduced form understanding of representation, that evidence for it does or does 
not exist, but cannot discriminate between several possible processes which might ac
count for the evidence. My tone is speculative here because this style of work is an in
triguing possibility more than a reality.

(p. 856)

There is nothing in the theories of Bartels, Wlezien, or Stimson, MacKuen, and Erikson 
for the American case that is specifically American (also see Miller et al. 1999). Whether 
for the policy domain ideas or for the global dynamic representation versions, all that is 
required for the representation dynamics to emerge are ambitious politicians operating 
with some electoral accountability mechanism. That is present in all real democratic 
states, so the theory ought to be applicable to all.3 But while the theory easily extends to 
other nation‐states, the measurement system in the American case may travel consider
ably less well. In particular, in states featuring coalition government with disciplined par
ties, it is considerably more challenging to quantify the drift of public policy.

Wlezien and Soroka have pushed forward with a parallel study of the US, UK, and Canada 
(Soroka and Wlezien 2004a, 2004b, 2005). Focusing on domain‐specific opinion and bud
getary measures of policy, as in Wlezien's work in the US, they find robust representation 
of opinion into policy in the US and UK, but less in Canada. Their work illustrates that dy
namic representation can be studied outside the US context, but also that the difficulties 
of measuring both opinion and policy over time are daunting. There is a promising begin
ning in Sweden.4 We will not see a flood of such work because data requirements are very 
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great and the effort required to produce time series from raw numbers does not tempt 
scholars with a short time horizon for completion.

The existence of the Manifesto project (Budge, Robertson, and Hearl 1987; Klingemann, 
Hofferbert, and Budge 1994) should become a considerable aid to such research pro
grams as in Erikson, MacKuen, and Stimson (2002), but application of these crucial data 
has been limited to date.

3 Systems
When we think about representation we usually abstract it out of its context. We ask 
questions like “Does a change in opinion at time t affect policy at time t+1?” But that ig
nores an important complication: policy change is also likely to feed back to opinion 
change. This is explicit in Wlezien's (1995) thermostatic conception (see also Durr 1993). 
And it is explicitly modelled in most of the longitudinal work I have already discussed.

The feedback in all conceptions is negative, the essence of the thermostatic conception. 
When policy goes too far in one direction, the public calls for correction in the opposite 
direction. If one conceives of the public as moderate, relative to those (p. 857) who have 
their hands on the levers of policy, then movements away from the moderate equilibrium 
in either direction generate public demand for restored equilibrium—that is, movement 
opposite the most recent acts of government. Thus, a simplified time lagged conception 
is:

where the second causal link is understood to be negative.
Now, if we inquire about the ultimate effect of exogenously changing either opinion or 
policy, our prediction is going to be indeterminant, depending upon the parameters in 
both causal links. Ultimate effects could explosively amplify representation findings, can
cel them out entirely, produce dampened stable behavior, stable oscillation, or even explo
sive oscillation. All of these possibilities could arise from this simple little model. Where 
the second linkage is negative and weaker than the first, as it generally is, then only the 
stable alternatives exist. But this still alerts us that abstracting these relationships out of 
their system—simple though it is here—creates the potential for seriously misinterpreting 
the process.

But this two‐variable system is itself a considerable simplification of what we believe to 
be the case in politics. Policy changes might generate satisfaction or dissatisfaction with 
outcomes. And public opinion changes certainly affect elections in a democratic state. So 
we see that our little system is itself embedded in a bigger one, one of seventeen vari
ables in the itself‐over‐simple version of macro‐politics developed with my colleagues 

Erikson and MacKuen (2002, 2003).
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Fig. 46.1  The system model of the macro polity 
(Erikson, MacKuen, and Stimson 2002)

And if that isn't complicated enough, things get really interesting in politics because some 
relationships have a knife‐edge character. Moving the two‐party presidential vote from 
49.99 percent to 50.01 percent, for example, changes the winner, and that changes every
thing.5 With presidential elections like Kennedy vs. Nixon in 1960 and Bush vs. Gore in 
2000, this argument is far from hypothetical.

The import of admitting that politics involves a web of complex relationships, some of 
which are decidedly non‐linear, is that our ability to know the secondary and tertiary ef
fects of any sort of change in one of the key components of the system is seriously overes
timated. When feedback is combined with knife‐edge outcomes, one quickly loses the abil
ity to predict the medium‐term impact of anything—even its direction!

3.1 An Illustration

Consider the system of Figure 46.1 from MacKuen, Stimson, and Erikson (2002). This is 
the system model of American politics derived from The Macro Polity, a grand summary 
of many—but far from all—of the macro‐relationships explored in that volume.6 One can 
see that the little opinion‐policy model above finds itself embedded in the bottom line of 
relationships in Figure 46.1.

(p. 858)

Now since the model is fully endogenous—every variable in it affects the values of almost 
every other variable at later times—the modelled connection between opinion and policy 
now runs through complex and contingent connections that quickly exceed what the mind 
can grasp. Their connection, that is, is not only the direct arrows that imply simple 
causality, but also through every possible indirect path, of which there are very many.

As a starting point I note that both dynamic representation and policy to opinion feed
back remain in the system form of the model, which is an assumption based upon empiri
cal results more than a “finding.” We “find” these processes operative, that is, because 
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the model includes parameters that were estimated recursively in the normal way, and 
these parameters are statistically significant in those conventional analyses.

What we can do with such a modeling exercise is not to “test” it; assumptions cannot be 
tested. Its use instead is more exploratory. It allows us to ask “what if?” sorts of questions 
by tinkering with its pieces and observing the effects of that tinkering over thousands of 
runs, each with different stochastic errors. The “what if” in this brief illustration is an is
sue central to the study of political behavior, what if voters were more (or less) respon
sive to government than they actually are?

We begin by choosing a single actor, the president, and observing a single output, the 
percent of votes gained or lost by the president's party at the election which follows a pol
icy action. We ask how the president's actions impinge on his (or his party's) electoral 
fate. Our framework is explicitly Downsian; presidents optimize electoral success by 
pleasing the median voter, paying at the polls for any deviation to left or right.

Inherent in our model (and in American politics) is that programmatic parties tend always 
to overshoot, to go further in their policy path than the median voter (p. 859) commands. 
We understand that parties have principles to which most officeholders and the party's 
loyal base of workers, contributors, and supporters are deeply committed. Thus presi
dents (and parties generally) always face a tension between the moderate course of the 
median voter and the more extreme (and principled) actions that appeal to the party 
base. Thus real presidents do not optimize electoral success by following the median vot
er, but instead craft a compromise somewhere between the median and the party base, 
wanting to be re‐elected but also wanting to change policy in the direction of the party's 
principles.

Thus presidents create a signal of policy excess which highly attentive voters could see. 
But voters we know are not on average highly attentive. They are mostly tuned out, pick
ing up stray bits and pieces of the policy signal, but not the whole. Our question then is 
this: How much does it matter that an inattentive electorate does not get the whole pic
ture of presidential policy? Mathematics can tell us what to expect of logical extremes. If 
attentiveness were zero, then presidents could do whatever they wanted without paying 
any electoral price. If it were total, then presidents would be sharply constrained, with 
even small deviations from moderation punished. But these extremes are beyond the 
range of empirical possibility. We'd like to know how much attentiveness matters within 
the range where it might reasonably vary.

From the real experience of the late twentieth century we have a parameter estimate 
which captures the policy‐to‐opinion feedback process of actual electorates. Now we can 
ask, what if that parameter were larger or smaller than the actual one, that is, what 
would happen if the electorate were more (or less) attentive to policy than it actually is. 
Our device for entertaining the question is to introduce a multiplier which works on the 
parameter value, making it smaller or larger than the empirical estimate to make a simu
lated electorate more or less attentive than the actual one.
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Fig. 46.2  Parameter sensistivity analysis

We let the multiplier (θ) vary over 21 different values, a grid with intervals of size 0.2 
from 0.0 to 4.0. That models an even grid of possible parameter values from zero (totally 
insensitive electorate) through 1.0 (the empirically estimated value) through 4.0 (an elec
torate four times as sensitive to policy changes as the actual one). Our question is how 
much does it matter that electorates are only partially sensitive to presidential policy? We 
answer the question by observing how much difference it makes as we vary sensitivity 
over a range from totally unaware through actual sensitivity through a hyper‐sensitive 
electorate reacting four times more than the actual one.

Because actual presidents pursue suboptimal policies (with regard to the re‐election 
goal), we estimate that they have suboptimal re‐election outcomes, −1.13 points in the 
two‐party vote.7 The question then is how much is this effect compounded by making the 
electorate more sensitive—or reduced by making it less. The estimates, based on a 1,000 
repetitions for each parameter value, are given in Figure 46.2.

Note: The 
estimates 
show 
changes 
in presi
dential 
party vote 
share 
which re
sult from 
hypotheti
cal in
creases or 

decreases in the public responsiveness parameter in the system model of 
the macro polity (Erikson, Mackuen, and Stimson 2002). Each estimate is 
the result of 1,000 runs of the system model with different stochastic dis
turances.

We learn from Figure 46.2 that attentiveness matters. When the public pays no attention 
at all (θ = 0) presidential parties do better than expected by about two‐thirds (p. 860)  of a 
point. With each increment in θ party performance drops off. In the range from θ = 1.0 
(actual) to θ = 4.0 the performance penalty doubles. Thus we can surmise that a world of 
more attentive voters would produce presidents forced to hew closely to the preferences 
of the median voter. The cost (or benefit, a matter of perspective) of inattention is presi
dential freedom to pursue party principles and eschew moderation.
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4 On the Other Hand
Since The American Voter (Campbell et al. 1960) and Converse's “Nature of Belief Sys
tems” (Converse 1964) we have worried that mass electorates lack the ability to play their 
assigned role in democracy. The other way to view the evidence we have just seen is that 
things are not so bad. We have demonstrated that attentiveness matters for the quality of 
citizen‐politician interactions over policy. More attentive electorates exercise more con
trol over policy. But the other way to view these results is to point out that absence of at
tentiveness does not have dire consequences. With the electorate we have—helped out, as 
always, by the order induced by aggregation—we have about half as much citizen control 
over policy as in an extreme and unsustainable polity where citizens were full time partic
ipants in politics. And half isn't bad.

(p. 861)

From this review of our knowledge, a two‐word conclusion emrges, “Representation 
works.” The cross‐sectional and geographic evidence of congruence suffers from difficul
ty of interpretation, but we now know that this a less serious difficulty because all other 
forms of study sustain the strong—that is, responsiveness—interpretation of congruence. 
The quasi‐experimental studies find clear evidence of responsiveness, as do the time‐se
ries analyses of either policy domains or global attitudes and policy. And finally analysis 
at the level of whole systems finds that the responsiveness in both directions—govern
ment to citizens and citizens to government—is a necessary part of any model of the poli
ty.

This stands in dramatic contrast to the received wisdom of just a few years ago. Then it 
was commmonplace to assert that governments were blind to the wishes of ordinary citi
zens, that democratic forms were empty of real force, overlayed on the absence of real 
democracy. We have often asked “Is government responsive enough?” The question now 
seems to have been answered. It might now be useful to return to the normative concern 
of the eighteenth century, “Is it a good thing that government is so responsive to citizen 
desires?”
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Notes:

(1) Converse (2006) writes that average district opinion was far from Miller's prior theory 
or research design, that Miller saw representation as individual congruence—between 
voter and representative—and turned to aggregate district views later to save a study 
that would otherwise have ended in total failure. There was nothing there at the individ
ual level. That representatives represent “people” is a charming idea that gives way to 
the reality and better modern theory that representation is necessarily of aggregates. 
Empirical failure led Miller to do what modern theories would now propose a priori.

(2) The discussion section of the Miller and Stokes article raises an issue no longer much 
read or remembered. That is the inconsistency between finding, on the one hand, that 
candidates for office seem quite well informed about what their potential constituents 
want and the knowledge, derived from the same set of studies, that citizens are actually 
communicating almost nothing of their views. Miller and Stokes leave us with a puzzle, 
that while constituents fail to have views about public policy and fail to express those that 
they actually hold, candidates for office actually succeed in receiving the messages that 
are not sent. This is notable for two reasons. One is that it illustrates a remarkable 
change in journal practices—and not for the better—where modern authors dare not ad
mit any confusion, inconsistency, and puzzling result lest their work end up in the dustbin 
of rejection. That's a shame, because author admissions of anomaly are vastly more im
portant for stimulating useful research than are the tedious “suggestions for future re
search” so commonly seen. Substantively, this admission of inconsistency now can be tak
en as evidence that the prevailing theory of the time, that representatives were subject to 
“pressure” from constituent opinion and responded to it with no more intelligence than 
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does a billiard ball to the pool cue, was deeply wrong. The rational expectations perspec
tive, coming to political science three decades later, resolves the puzzle. Constituents 
have no need to express their views because rational politicians will be driven by elec
toral ambition to do an exceedingly good job of anticipating them.

(3) It may not work as well in PR and party list electoral systems as in the single‐member 
case, but that is speculation. Where electoral sanction mechanisms exist, it should work 
to some degree.

(4) See Holmberg (1989) and Essiasson and Holmberg (1996).

(5) And the same story is true for legislative party control.

(6) I note here that much of this section reports collaborative work.

(7) We are not asserting, however, that presidents are non‐rational. A suboptimal division 
of the votes might well be compensated by the fruits (e.g. in turnout) of an enthusiastic 
party base.

James Stimson
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Abstract and Keywords

This article presents a guide to the major cross-national survey research projects that ad
dress political themes. It provides a comparison of global and regional surveys, as well as 
a common set of dimensions. A brief overview of the most extensive national election 
study series from countries all over the world is also included. The article also covers 
some of the major national archives, and concludes with a section on the importance of 
standardizing procedures for sharing survey data. Comments on the future of cross-na
tional survey projects are also presented.
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COMPARATIVE survey research projects provide the empirical tools for the systematic 
study of the political values, attitudes, orientations, skills, and activities of ordinary peo
ple living under different political contexts. Indeed, this Handbook would not have been 
possible without the development of an international network of public opinion surveys 
and the public sharing of these data. Those scholars who have initiated, coordinated, and 
sustained these projects are invaluable to the fields of political behavior and comparative 
politics.

This chapter guides readers to major cross‐national survey research projects that address 
political themes. The first section compares both global and regional surveys along a 
common set of dimensions. The second section briefly overviews the most extensive na
tional election study series from nations around the world, and gives specific years and 
data sources. The third section covers some of the major national archives, which store 
and disseminate these survey data, and displays the contact information. I conclude with 
a discussion of the importance of standardizing procedures for sharing survey data, and 
comment on the future of cross‐national survey projects.
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(p. 866) 1 Cross‐National Survey Research Projects
Cross‐national survey research is key to developing and testing theories of how individu
als perceive and navigate the political world. Rooted in the pioneering cross‐national sur
veys by Almond and Verba (1963) and by Barnes, Kaase et al. (1979), scholars draw upon 
simultaneous and coordinated surveys of citizens across a variety of political contexts to 
better understand the most fundamental factors underlying democratic transitions and 
processes. With a standardized set of questions, general theories can be developed and 
tested under very different institutional and political contexts. And where scholars find 
“outliers” in national comparisons, we learn more about the contingencies of our theo
ries.

However, from its inception cross‐national survey research encountered many obstacles—
both theoretical and practical. Concepts derived from the American context are not al
ways automatically “transportable” across national boundaries. For example, tapping a 
functionally equivalent conceptualization of party identification requires changes in oper
ationalization in the Netherlands, the Canada context, and in other nations (Thomassen 
1976; Clarke and Stewart 1998; Blais et al. 2001; and see Scotto and Singer 2004).

In recent decades, comparative survey research expanded from a limited subset of na
tions (primarily the US and western Europe) to include new democracies, developing na
tions, and authoritarian systems (Heath, Fisher, and Smith 2005). The increasingly 
panoramic lens of survey research largely parallels the expansion of democracy, as schol
ars struggle to understand the role of citizens in the democratic process. The first waves 
of cross‐national studies were pioneered in advanced industrial nations, for the most part. 
As many countries shed the research limitations of authoritarian rule, researchers have 
undertaken surveys in a greater number of new democracies and developing nations. Yet 
even today established industrial democracies remain over‐represented due to the higher 
start up costs in conducting surveys in remote areas. For example, in rural areas where 
basic transportation infrastructure and household telephones are lacking, representative 
samples can be difficult and extremely expensive. At the same time, survey research 
methods generally grew more sophisticated. Hence, survey projects can be based on very 
different fundamental procedures, such as sampling methods. As the shape of cross‐na
tional projects changed, so have the design and methods.

In this chapter, I compare cross‐national survey projects along several key dimensions—
origins of the project, research generated, nature of the data collection, substantive 
themes, scope, potential for cross‐national and longitudinal analysis, and accessibility. Ta
ble 47.1 summarizes the seventeen large‐scale multiple‐nation surveys analyzed in this 
section, and provides contact information for each. I begin by outlining the global sur
veys, and move on to the regional survey projects. (p. 867)  (p. 868)  (p. 869)  (p. 870)  

(p. 871) Single‐nation studies are not included in the table: there are simply too many for 
one chapter.1
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Table 47.1 Cross‐national survey projects

Title Coordi
nator

Scope Funding Themes # Na
tionsa

Time se
ries

Avail
ability

Informa
tion: 
http://

World 
Values 
Survey 
(WVS)

Ronald 
Ingle
hart, 
ISSR, 
Universi
ty of 
Michigan

Global Academic Values, 
moral is
sues, po
litical 
and so
cial trust, 
protest 
activity

80 1981; 
1990; 
1995; 
2000

ICPSR—
member 
institu
tions

www.wor
ldvaluess
urvey.org

Interna
tional So
cial Sur
vey Pro
gramme 
(ISSP)

Data 
merged 
by ZA, 
Cologne

Global Academic Social, 
political, 
and eco
nomic at
titude 
items, ro
tating 
themes.

39 1983–
present 
(annual)

ZA, 
Cologne
—mem
ber insti
tutions

www.issp
.org
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Compara
tive 
Study of 
Electoral 
Systems 
(CSES)

Rotating 
Planning 
Commit
tee

Global Academic Voting 
behavior 
and ag
gregate 
contextu
al data

33 in 
1996–
2001

1996–
2001; 
2001–
2005

Data 
available 
for free 
download 
from 
project 
website

www.cses
.org

Pew 
Global 
Attitudes 
Survey

Madeline 
Albright, 
Chair An
drew Ko
hut, Pew 
Research 
Center 
People, 
and the 
Press

Global Commer
cial mar
ket re
search 
compa
nies

Views on 
other na
tions 
around 
the 
world, 
current 
issues in 
world 
politics

49 2002, 
2003, 
2004, 
2005

Data 
available 
on web
site 6 
months 
after the 
reports 
issued

peoplepr
ess.org/
pgap
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Gallup 
Interna
tional

Gallup 
Interna
tional As
sociation, 
Zurich

Global Commer
cial mar
ket re
search 
company

Milenni
um and 
Voice of 
the Peo
ple Sur
veys, 
Health of 
the Plan
et, Hu
man 
Needs 
and Sat
isfactions

60 2002, 
2003, 
2004

Electron
ic data 
only 
available 
for pur
chase 
from 
Gallup.

www.gall
up-
internati
onal.com,
www.voic
e-of-the-
people.ne
t
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USIA 
World 
Wide 
Surveys

United 
States In
forma
tion 
Agency

Global/
Regional

USIA Examples 
include 
national 
con
cerns, 
prob
lems, the 
Cold War, 
media 
consump
tion

varies Intermit
tent, 
Most 
from 
1960s to 
1992

Surveys 
from 
1960s 
and 
1970s 
available 
from 
Roper 
archives, 
others 
through 
US Na
tional 
Archives, 
Electron
ic and 
Special 
Media 
Records 
Service 
Division

www.rop
ercenter.
uconn.ed
u and 

www.arc
hives.gov
/
research_
room
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Euro
pean Val
ues 
Study

Coordi
nation 
Center, 
Tilburg 
Universi
ty, 
Nether
lands

Regional Academic Moral 
and so
cial val
ues un
derlying 
Euro
pean so
cial and 
political 
institu
tions and 
govern
ment

33 1981, 
1990, 
1999/200
0

ZA, Uni
versity of 
Cologne

www.eur
opeanval
ues.nl

Euro
barome
ter

Euro
pean 
Commis
sion, 
Public 
Opinion 
Analysis 
Sector

Regional Academic Support 
for Euro
pean in
tegra
tion, plus 
rotating 
themes

25 (EU 
member 
states)

1973– 
present. 
Biannual

ICPSR; 
ZA

www.gesi
s.org/en/
data_serv
ice/euro
barome
ter
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Euro
pean So
cial Sur
vey (ESS)

Roger 
Jowell, 
National 
Center 
for Social 
Research

Regional Academic Core 
items— 
attitudes 
toward 
Europe's 
changing 
institu
tions, ro
tating 
themes

23 2002; 
2004 (bi
ennial)

NSD (htt
p://
ess.nsd.u
ib.no)

www.eur
opeansoc
ialsurvey.
org



Research Resources in Comparative Political Behavior

Page 9 of 50

Euro
pean 
Election 
Studies 
(EES)

Hermann 
Schmitt, 
Universi
ty of 
Mannhei
m

Regional Academic EU par
ticipation 
and vot
ing be
havior, 
support 
for inte
gration 
and en
large
ment, 
perfor
mance

25 1979, 
1989, 
1994, 
1999, 
2004 
(post‐EU 
Parlia
ment 
Elec
tions)

Stein
metz Am
sterdam. 
1999, 
2004 
SPSS 
portable 
datasets 
freely 
available 
on web
site. Pre‐
1999 
studies 
part of 
Euro
barome
ters, 
ICPSR, 
ZA Col
gne.

www.Eur
opeanele
ctionstud
ies.Net
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New 
Democra
cies 
Barome
ter

Paul 
Lazars
feld Soci
ety of Vi
enna, 
with 
Christian 
Haerpfer 
and 
Richard 
Rose ad
vising.

Regional Academic Focus on 
themes 
of demo
cratic 
transi
tion in 
central 
and east
ern Eu
rope

14 1991 to 
present

Universi
ty of 
Strathcly
de's Cen
ter for 
the Study 
in Public 
Policy; 
not pub
licly 
available

www.csp
p.strath.a
c.uk

New Eu
rope 
Barome
ter

Richard 
Rose

Regional Academic Focus on 
democra
tic transi
tion in 
central 
and east
ern Eu
rope

16 1991–
present 
(7 total)

Universi
ty of 
Strathcly
de's Cen
ter fpr 
the Study 
in Public 
Policy; 
not pub
licly 
available

www.csp
p.strath.a
c.uk
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New 
Baltic 
Barome
ter

Richard 
Rose

Regional Academic Focus on 
democra
tic transi
tion in 
Baltic re
gion

3 1993–
present 
(6 total)

Universi
ty of 
Strathcly
de's Cen
ter for 
the Study 
in Public 
Policy; 
not pub
licly 
available

www.csp
p.strath.a
c.uk

Latino
barome
ter

Marta 
Lagos 
(MORI, 
Santiago)

Regional Private 
project

Social, 
political, 
economic 
attitudes, 
rotating 
themes

17 1995–
present 
(annual)

Tables 
available 
for fee 
from 
Latino
barome
ter.

www.lati
nobarom
etro.Org
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Latin 
American 
Public 
Opinion 
Project 
(LAPOP)

Mitchell 
A. Selig
son, 
Founder 
and Di
rector

Regional Academic System 
support, 
political 
toler
ance, au
thoritari
anism, 
participa
tion, lo
cal gov
ernment, 
corrup
tion

14 1994–
present

Some da
ta files 
available 
for fee. 
Depart
ment of 
Political 
Science, 
Vander
bilt Uni
versity. 
Others 
free 
through 
Democra
cy Sur
vey Data
base.

www.van
derbilt.ed
u/americ
as/Eng
lish/
LAPOP.ph
p
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Afro
barome
ter

Mike 
Bratton, 
Bob 
Mattes, 
E. Gy
imah‐
Boadi

Regional Academic Democra
tic sup
port, gov
ernance, 
economic 
evalua
tions, so
cial capi
tal, iden
tity, par
ticipation

15 1999–
present 
(annual)

ICPSR 
and Afro‐ 
barome
ter web
site. Sur
vey data 
files 
available 
2 years 
after first 
release 
of 
survey's 
results.

www.afro
baromete
r.org

Asian 
Barome
ter

Takashi 
Inoguchi, 
coordina
tor

Regional Academic Social, 
and 
work
place is
sues in 
East, 
South
east, 
South 
and Cen
tral Asia

10 Asian 
countries 
in 2003

2000, 
2003, 
2004 (an
nual)

Institute 
of Orien
tal Cul
ture, Uni
versity of 
Tokyo

avatoli.io
c.u‐ 
tokyo.ac.j
p/~asi
abarome
ter
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East 
Asian 
Barome
ter

Principal 
Director, 
Fu Hu, 
National 
Taiwan 
Universi
ty and 
core 
partners

Regional Academic Democra
tic sup
port, re
form and 
political 
action

9 2001 National 
Taiwan 
Universi
ty. Data 
slated for 
public ac
cess in 
August 
2005.

eacsurve
y.law.ntu.
edu.tw

Nations covered in latest survey.a
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1.1 Global Surveys

In addition to expanding their geographical scope, many cross‐national surveys substan
tially increased the number of countries in the project. The path‐breaking Civic Culture
and Political Action studies began with five nations each, and most “global” surveys now 
boast fifty or more countries. These “large‐n” studies offer researchers the potential to 
examine attitudes and behaviors in very different economic and political contexts.

1.1.1 European Values Study/World Values Surveys
The World Values Survey (WVS) has grown to capture public opinion and value prefer
ences in sixty countries around the world—comparing a diverse array of societies from 
wealthy to developing. The WVS and European Values Study (EVS) share a substantive in
terest in values research, and have in the past coordinated questionnaire development, 
yet remain organizationally independent.2 While the EVS explicitly limits its activities to 
Europe the WVS has a global interest. The effects of the EVS/WVS on scholarship have 
been profound: 81 books, 157 book sections, and 300 journal articles to date.3 Major ref
erence works by Ronald Inglehart and his colleagues (2004), and an earlier version cov
ers the 1990–93 surveys (Inglehart et al. 1998). Reference works for the EVS include Hal
man, Luijkx, and van Zunder 2005.

Each national team in the project aims for representative national samples. In most coun
tries, survey teams employ a form of stratified multi‐stage random probability sampling. 
However, in remote areas where this proves difficult, survey teams may employ cluster or 
quota sampling. In‐person interviews last one hour, and the response rate and sampling 
methodology ranges considerably. Similarly, the number of cases in each country varies 
greatly, yet the minimum is 1,000.

The core questions center on basic values, religion, attitudes towards political, social, and 
economic institutions, membership in a variety of formal and informal organizations, and 
participation in new forms of political activity. Individuals are asked about new issues 
such as the environment and human rights, their personal happiness, and trust in others.

The number and list of nations surveyed in the project varies from one round to the next. 
In order to clearly present changes to the slate, Table 47.2 details the list (p. 872) (p. 873)

(p. 874) (p. 875) (p. 876) (p. 877) of nations included in each wave. The first wave (1981–3) 
began with surveys in twenty‐two nations, and was dominated by post‐industrial nations. 
The second wave of the larger project (1990) expanded to forty‐one countries, building 
upon the initial core nations to add several new democracies and developing nations from 
a diverse array of regions including Latin America, Asia, Africa, and central and eastern 
Europe. The third wave (1995) consisted of forty‐three nations. The fourth wave (1999–
2002) offers the greatest geographical coverage to date–sixty nations. A fifth wave en
tered the field in 2005.
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Table 47.2 List of nations included in global surveys

Coun
try

WVS/
EVS 
1981–3 
(N=22)

WVS/
EVS 
1990 (N=
41)

WVS 
1995 (N=
43)

WVS/
EVS 
1999–
01 (N=
60)

ISSP 
2004 (N=
39)

CSES 
1996–
2001 (N=
33)

CSES 
2001–5 
(N=35)

Gallup 
2004 (N=
69)

Pew 
2004 (N=
50)

Albania X X

Algeria X X

Angola X

Argenti
na

X X X X X

Arme
nia

X

Aus
tralia

X X X X X X

Austria X X X X

Azerbai
jan

X
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Banglad
esh

X X

Belarus X X X X

Belgium X X X X X X

Bolivia X X

Bosnia‐ 
Herce
govina

X X

Brazil X X X X X

Britain X X X X X X X

Bulgar
ia

X X X X X X X

Camero
on

X

Canada X X X X X X X X

Chile X X X X X X
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China X X X X

Colom
bia

X X

Croatia X X

Czecho
slovakia

X

Czech 
Rep.

X X X X X

Den
mark

X X X X X X X

Domini
can 
Rep.

X

Ecuador X

Egypt X X X

El Sal
vador

X
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Estonia X X X

Finland X X X X X X X

France X X X X X X X

Georgia X X

Ger
many

X X X X X X X X

Ger
many 
(W)

X

Ghana X X

Greece X X

Guatem
ala

X X

Hon
duras

X

Hong 
Kong

X X
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Hun
gary

X X X X X X

Iceland X X X X X X

India X X X X X

Indone
sia

X X

Iran X

Ireland X X X X X X

Israel X X X X X X

Italy X X X X X X

Ivory 
Coast

X

Japan X X X X X X X X

Jordan X X

Kenya X X
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Kosovo X

Kuwait X X

Latvia X X X X X

Lebano
n

X

Lithua
nia

X X X X X

Luxem
bourg

X X

Mace
donia

X X

Mali X

Malta X

Mexico X X X X X X X X X

Moldo
va

X X



Research Resources in Comparative Political Behavior

Page 22 of 50

Mon
tenegro

X X

Moroc
co

X X X

The 
Nether
lands

X X X X X X X

New 
Zealand

X X X X

Nigeria X X X X X

N. Ire
land

X

Norway X X X X X X X

Pak
istan

X X

Pales
tinian 
Authori
ty

X
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Panama X

Paragua
y

X

Peru X X X X X

Philip
pines

X X X X

Poland X X X X X X X X

Portu
gal

X X X X X X

Puerto 
Rico

X

Roma
nia

X X X X X X

Russia X X X X X X X X

Saudi 
Arabia

X

Senegal X
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Serbia X X X

Singa
pore

X

Slovakia X X X X

Slove
nia

X X X X X X

South 
Africa

X X X X X X X

South 
Korea

X X X X X X X X

Soviet 
Union

X

Spain X X X X X X X X X

Sweden X X X X X X X

Switzer
land

X X X X X X

Taiwan X X X X
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Tanza
nia

X X

Thai
land

X

Tunisia X

Turkey X X X X X X

Uganda X X

Ukraine X X X X X

United 
Arab 
Emi
rates

X

United 
States

X X X X X X X X X

Urugua
y

X X X

Uzbek
istan

X
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Venezue
la

X X X X X

Vietnam X X

Zimbab
we

X
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Surveys replicate several items over subsequent waves, making this series ideal for both 
cross‐national and cross‐temporal analysis. However, some questions and coding cate
gories change substantially over the course of the waves of the survey. These changes 
complicate time‐series analysis in certain instances, and the researcher must be careful 
to consult the individual codebooks and surveys for some questions. The WVS team com
piled an integrated file covering 1980–95. This cumulative file is freely available to the 
public at the WVS website, and users can browse the integrated codebook, and run a va
riety of statistical analyses online.4

1.1.2 The International Social Survey Programme
Formed in 1983, the founding member organizations of the annual International Social 
Survey Programme (ISSP) included four established annual national survey projects: the 
General Social Survey (GSS) of the National Opinion Research Center (NORC) in the 
United States, the Allgemeine Bevölkerungsumfrage der Sozialwissenschaften (ALLBUS) 
studies of the Zentrum für Umfragen, Methoden, und Analysen (ZUMA) of Germany, and 
the British Social Attitudes Survey (BSA) of the Social and Community Planning Research 
in London, and Research School of Social Sciences, Australian National University. The 
Central Archive for Empirical Research, Cologne (ZA) merges the data into cross‐national 
files.

Similar to the influential role of the WVS, the ISSP series data generated a considerable 
amount of scholarly research—the ISSP webpage holds 1,600 listings total in its bibliog
raphy.5 Of these, there are at least seven major collections of ISSP research (Jowell et al. 
1989, 1993, 1998; Becker et al. 1990; Frizell and Pammett 1997; Tos et al. 1999). The 
ISSP collects its data as a ten‐minute supplement to pre‐existing national survey projects, 
and as a result the data collection follows rigorous methods derived from national sam
ples. Interviews are conducted in person, by telephone, or mail back.

Sociological themes represent the strength of the ISSP surveys. The core questions focus 
on attitudes towards the economy, gender, legal system, and a standardized set of demo
graphic variables. In addition, successive waves address special topics: the role of gov
ernment (1985, 1990, 1996, 2006); the environment (1993 and 2000); social inequality 
(1987, 1992, 1999); work orientations (1989, 1997, 2005); family and changing gender 
roles (1988, 1994 and 2002); religion (1991 and 1998); social networks (p. 878) (1986); so
cial relations and support systems (2001); national identity (1995, 2003); citizenship 
(2004); leisure and sports (2007).

As of the latest survey, thirty‐nine countries are members of the ISSP, and they are listed 
in Table 47.2. Each research organization funds its own data collection. By design, the 
ISSP facilitates both cross‐national and cross‐temporal research. The Central Archive for 
Empirical Social Research (ZA), Cologne, compiled the surveys from 1985 to 2000 to cre
ate an integrated data file, and the ZA makes the ISSP data available to all member insti
tutions. Scholars can freely access the files six months after they are archived.
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1.1.3 Comparative Study of Electoral Systems
Although national election studies often employ some of the highest methodological stan
dards, they are generally not easily compared cross‐nationally. To remedy this disadvan
tage, the Comparative Study of Electoral Systems (CSES) matches up the reliability and 
rigor of national election studies with a set of standardized cross‐national variables. Indi
vidual election study teams collaborate on the CSES, adding a standard set of public opin
ion survey questions in their own national post‐election study. The CSES Planning Com
mittee, composed of leading scholars of political behavior from around the world, meets 
regularly at each stage of the project to coordinate the research agenda, study design, 
and questionnaire. As supplements to national election studies, CSES data are collected 
through in‐person, telephone, and mail back surveys. The CSES data have already provid
ed the evidential basis for six books, sixteen book chapters, twenty journal articles, and 
several working papers, as currently indicated on the CSES website.6 The major refer
ence works for this series include books by Norris (2004) and Klingemann et al. (forth
coming).

The CSES is also distinguished by its potentially powerful marriage of individual‐level vot
ing behavior and national institutional context. At the micro‐level, the CSES data files of
fer common core variables concerning demographics, vote choice, economic, candidate, 
party, and electoral system evaluations. At the macro‐level, the CSES compiles district‐
level data and macro‐level data on electoral returns, electoral rules and formulas, and 
regime characteristics.

The CSES has organized its data collection in three “modules”—1996–2000; 2001–5; and 
2006–10 (see Table 47.2). The first module encompasses thirty‐three countries and fo
cused on the impact of electoral institutions on citizens' political cognition and behavior; 
the nature of political alignments; and the evaluation of democratic institutions and 
processes. The second module includes at least thirty‐five nations and centers on the im
pact of political institutions on attitudes towards government accountability, satisfaction 
with democracy, and representation in the political process. At present, the third module 
remains in its planning stages, and the rotating theme will focus on perceptions of mean
ingful choices in elections. The project is an (p. 879) exemplar in accessibility: CSES data 
files can be downloaded freely at the project's website (see Table 47.1).7

1.1.4 Pew Global Attitudes Survey
Rooted in the 1991 benchmark survey, “The Pulse of Europe,” which provides data on 
thirteen European countries, Pew's series of Global Attitude Surveys began with an elite 
survey of twenty‐four countries in 2001. Since then, the annual Global Attitudes Survey 
measures public opinion among ordinary citizens, and the most recent release is the 2005 
study. To date, the Global Attitudes data have generated several Pew Center reports, and 
they are available at the project website, and contact information is provided in Table 
47.1.
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Interviews are conducted in person in some countries, and via the telephone in most. The 
national samples range from 500 in Canada to over 2000 in China and India. Most sam
ples are representative, with the exception of oversampling of urban populations in Chi
na, India, and Pakistan. Further, not all questions were asked in all participating coun
tries simply because they were too sensitive politically (e.g. China).

The Pew Global Attitudes project provides data to compare the viewpoints of people from 
nations around the world toward a common set of issues: globalization, trade, democracy, 
current issues in world politics, terrorism and the US response to it, and respondents' as
sessments of their own lives. The data offer a wide lens on public opinion—surveying 49 
countries plus the Palestinian Authority in 2003 (listed in Table 47.2), 44 countries in 
2002, and 16 in 2005. The Pew Center offers the Global Attitudes Survey on its website 
free of charge six months after the reports are issued.8

1.1.5 Gallup International
Gallup International has conducted several global survey projects. These surveys diverge 
from academic surveys by describing national and regional patterns in public opinion on 
global issues. Country or region is the implicit explanatory variable, and few questions 
are designed to examine the sources of variation in attitudes. In contrast with the acade
mic surveys, global surveys carried out by Gallup International, are commercial public 
opinion polls. In‐depth information on the survey methodology is not published, and so it 
is not possible to fully evaluate the quality of the sampling and fieldwork. Based upon the 
limited description of the surveys' methodologies reported on the Gallup International 
website, I calculate that 42 of the 69 national surveys are conducted in person, and the 
remaining 27 over the telephone. Of the 69 total national surveys, 46 draw national sam
ples, and the remainder focus on urban centers. Sample sizes range from 250 in coun
tries such as Kuwait and Saudi Arabia to 1,000 in Austria, and to 5,012 in Nigeria.

Gallup affiliates have a long series of end of the year polls. They are described in Hast
ings and Hastings (1989). In 1974 Gallup commissioned the Human Needs and Satisfac
tions survey, investigating the fears, aspirations, and life satisfaction of individuals in 
forty nations. This study was published by Kettering and Gallup (p. 880) International in 
1977, and these data have been utilized by the Pew Center Global Attitudes project for 
some trend analyses. In 1992 Gallup conducted a twenty‐five‐nation Health of the Planet 
survey, in conjunction with the first World Forum on the Global Environment held in Rio 
de Janeiro, Brazil in January of the same year. Topics include attitudes towards the envi
ronment and its relationship with economic development. In addition, Gallup conducted 
the Survey of Nine Islamic Nations in 2001, immediately after the events of 9/11 in the 
United States. The project tapped citizen attitudes toward the West.

Gallup International's most recent global series began with sixty countries in 1999 with 
the Millennium Survey, and the topics include democracy, the environment, human rights, 
women's rights, religion, crime, the performance of the United Nations, and “What mat
ters most in life.”
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Following on the success of its first global survey, Gallup International commissioned 
“Voice of the People” surveys in 2002, 2003, and 2004 in sixty‐nine countries from a vari
ety of regions: western Europe; east and central Europe; Mid East; the Americas; and 
Africa. The countries in the 2004 round are listed in Table 47.2. Designed as an annual 
survey, the 2002 Voice of the People questionnaire asked respondents to identify the most 
important problem facing the world today, and to register their attitudes towards elec
tions, government legitimacy, terrorism, globalization, American foreign policy, foreign 
aid, democracy, and the environment. In addition, the 2002 survey examines both inter
personal trust and trust in political, economic, and social institutions.

Because the survey data are commissioned by a commercial firm, the electronic data are 
available for purchase from Gallup International. However, a small note on the Millenni
um Survey internet webpage states that the data are “available pro bono to universities 
and other relevant institutions for further investigation and study.”9

1.1.6 United States Information Agency and Department of State
The United States Information Agency sponsors multinational surveys. Survey data from 
the over 1,100 USIA funded projects from 1975 to 1992 (updates continuously) are held 
at the National Archives, and the inventory can be consulted through the Electronic and 
Special Media Records Service Division. Although available, these surveys are often scat
tered, intermittent, and access procedures through the National Archives remain compli
cated. Assembling questions for longitudinal analysis may prove difficult, yet much of the 
USIA data remain largely unexplored by academics.

Some of the richest collections of USIA surveys are from Latin America, and one thematic 
example is the Attitude Surveys of National Concerns/Problems. This survey was also ad
ministered in western Europe and Australia, India, the Philippines, and Japan at various 
points throughout the 1970s and early 1980s. The survey methods vary, and many sur
veys of developing nations are conducted only in the large cities.

(p. 881)

The first in a series “World Surveys” were conducted by USIA in the 1960s. They have 
continued intermittently, and the data from the 1963, 1964, 1965, 1969, 1972 surveys are 
catalogued at the Roper Center archives (contact information is provided in Table 47.4). 
These World Surveys include varying combinations of the following nations: Argentina, 
Brazil, Britain, Chile, France, Germany, Israel, Italy, Japan, the Philippines, Mexico, Thai
land, and Venezuela. Other examples include a Latin American Image Study undertaken 
by USIA in 1971 in Brazil, and Mexico. USIA also did some comparative European sur
veys from 1954 on, and some of these data are at Roper, and others at the ZA. Further, 
the Roper Center archives surveys by the USIA from 1992 for several Middle Eastern na
tions.

1.2 Regional Surveys
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Survey research projects comparing a set of nations within a region were the pioneers of 
multi‐nation studies and continue today. A potential disadvantage to regional surveys is 
observations from fewer nations, but a potential advantage is a substantive focus on is
sues particularly relevant to the region. Rather than the “most different systems” re
search design offered by the global surveys, regional surveys support a “most similar sys
tems” research design, where researchers can hold constant many potentially confound
ing explanatory variables.

1.2.1 Eurobarometers
Among cross‐national surveys, the Eurobarometers are the best known, and offer the 
longest comparable time series. With the Eurobarometer series the European Commis
sion initiated a simultaneously survey of public opinion towards a common market in the 
European Union (EU) in all member countries. The Eurobarometers are the ideal re
source for mapping long‐term changes in post‐industrial European societies. As a conse
quence, the Eurobarometer series has provided the evidence for numerous standard and 
special topic reports and at least 22 books, 20 book sections, and 228 journal articles.10

Three of the major reference volumes include those by Reif and Inglehart (1991), Nieder
mayer and Sinnott (1995), and Saris and Kaase (1997).

Carried out biennially, the Eurobarometer draws national multi‐stage probability samples 
of at least 1,000 residents in each member state.11 Interviews are conducted face‐to‐face 
in respondents' home languages. The surveys are carried out in each member state by 
commercial polling firms.

The 1974 Eurobarometer began with Belgium, Britain, Denmark, France, Ireland, Italy, 
Luxembourg, Netherlands, West Germany, and subsequently added Greece (1980), Portu
gal and Spain (1985), the former East Germany (1990), Norway (1991), (p. 882) Finland 
(1993), Sweden and Austria (1994), and Iceland (2003). In addition, the Commission 
launched the smaller‐scale Flash Eurobarometers, and the Central and Eastern Euro
barometers (1990–8)—subsequently replaced by the Candidate Countries Eurobarometer 
in 2001, which compares publics of candidate countries with the publics of the candidate 
states that then became part of the EU after accession.

In addition to expanding its geographical coverage, the Eurobarometers have also 
widened in substantive focus. The core questions concentrate on attitudes towards Euro
pean integration, the institutions of the EU, and respondents' perceived quality of life. In 
addition, each survey in the series gives attention to a special topic. While the breadth of 
questions and number of surveys may seem overwhelming, the question database inte
grated text retrieval across all surveys makes cross‐national time‐series analysis quite 
manageable. In addition, an integrated file, called the Mannheim Eurobarometer Trend 
File 1970–2002, is available through ZA, and contact information is provided in Table 
47.1.12
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1.2.2 European Social Survey
Only recently initiated in 2002, the European Social Survey (ESS) may soon form the 
bases for the rich body of literature associated with its peer survey series. The ESS 
stands apart from many cross‐national surveys for its strict methodological rigor. The ESS 
aims to translate questionnaires in functionally equivalent ways. The central committee 
imposes consistent methods of fieldwork, including contacting and coding. For example, 
the survey standardizes the left–right continuum across all participating nations. The de
sign calls for random sampling design of residents fifteen years and older (no quota sam
pling), one hour in‐person interviews, and a minimum 2,000 respondents per nation. 
Project coordinators set the target response rate at 70 percent, and most countries 
achieved this response rate, although some still fought to reach a 60 percent rate. The 
ability of the ESS to achieve high methodological standards is due in part to its generous 
funding and large‐scale design. Although each national team funds its own fieldwork and 
operations, the central committee still exerts control at each step in the survey process.

The core questions are repeated in each successive wave: they tap attitudes on Europe's 
changing institutions, political trust, party affiliation, voting behavior, media consump
tion, value orientations, social exclusion, and demographics. In addition, each wave in
cludes a rotating theme. In the first wave those supplementary questions included citizen
ship, immigration, basic value orientations, and additional questions for testing question
naire reliability and validity (consistent with the project's emphasis on methodological 
rigor). The second round directed its supplementary focus at “family, work and well‐be
ing,” “opinions on health and care seeking,” and “economic morality.”

Conducted in 2001, the first wave of interviews covered twenty‐two countries, including 
fifteen EU member states: Austria, Belgium, Czech Republic, Denmark, Finland, France, 
Germany, Greece, Hungary, Ireland, Israel, Italy, Luxembourg, the (p. 883) Netherlands, 
Norway, Poland, Portugal, Slovenia, Spain, Sweden, Switzerland, UK. In the second wave 
in 2003, all twenty‐two countries recommitted resources, and Estonia and the Slovak Re
public joined the line‐up. A third wave of interviews is slated for January 2005.

In addition to optimal methodology, the ESS is also highly accessible to the public. The 
data for all countries participating in the first wave of interviews are freely available on
line, and details are given in Table 47.1. The data for the second wave of interviews are 
slated for public release in August 2005. In addition, the ESS is to be commended for its 
transparency. Planning documents, technical notes, and response rate reports are all 
readily available on the project's website. Further, the theme of the rotating supplemen
tary questions is open to competition among European scholars.

1.2.3 European Election Studies
Prior to 1999, the European Elections Studies (EES) composed part of the Eurobarometer 
series, and since then works as an independent project. Organized by the EES work
group, an international group of scholars, the EES website lists twenty books and edited 
volumes and sixty‐seven articles that have emanated from the survey project, including 
works by Cees van der Eijk and Mark N. Franklin (1996), and more recent reference work 
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for the 1999 study by Brug and van der Eijk (forthcoming). As an independent project, the 
EES surveys of the voting age population are conducted by telephone, with sample sizes 
in 2004 that range from 500 in the Czech Republic to 2,100 in Sweden.

Carried out after each EU parliamentary election (every five years), the themes of the 
surveys include participation in EU elections and voting behavior, support for European 
integration and enlargement, and performance of EU political institutions. The 2004 EES 
covers twenty‐four European member states: Austria, Belgium, Cyprus, the Czech Repub
lic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, 
Lithuania, Luxembourg, the Netherlands, Poland, Portugal, Slovakia, Slovenia, Spain, 
Sweden, and the United Kingdom.

The EES not only facilitates regional research, but longitudinal analysis as well. Re
searchers can compare surveys from 1979, 1989, 1994, 1999, and 2004. Data are freely 
available at Steinmetz Amsterdam (see Table 47.4 for contact information), and as a 
portable SPSS file on the project's website.13

1.2.4 New Democracies Barometer (NDB), New Europe Barometer (NEB), 
New Baltic Barometer (NBB)
The New Democracies, New Europe, and New Baltic Barometers constitute a series of 
barometers conducted by the Center for the Study of Public Policy, and Richard Rose co
ordinates.14 Table 47.1 provides information on each of these surveys independently. Tak
en together, these barometer series have generated 211 books and reports, as (p. 884) ref
erenced on the CSPP website, including several reference works by Rose, and Rose and 
Munro (2003).15 A similar methodology underpins the three projects: in‐person interviews 
conducted in several languages, and stratified national representative samples of 1,000 
respondents.

These surveys of post‐communist countries are designed to support research on democra
tization, development, privatization, parties and elections, social protection, and social 
capital. The major items common to all three barometers include: attitudes towards the 
economy, corruption, support for democracy and alternative regimes, enlarging Europe, 
political trust, and participation in social groups and organizations.

The 1991 NDB included Bulgaria, Czechoslovakia, Hungary, Poland, Romania, Slovenia, 
Austria. The 1992, 1993/4, 1995 studies include Belarus, Bulgaria, Croatia, Czech Repub
lic, Slovakia, Hungary, Poland, Romania, Slovenia, Ukraine. The 1998 study added Yu
goslavia and Austria to that core set of countries.

During the 1990s the New Europe Barometer was part of the New Democracies Barome
ter. The NEB covers seventeen countries including new EU member states and appli
cants, and key comparisons in the former Soviet Union and western Europe. The slate 
consists of: Bulgaria, Czech Republic, Hungary, Estonia, Latvia, Lithuania, Poland, Roma
nia, Russia, Slovakia, Slovenia, Belarus, Ukraine, surveys in Moldova, Croatia, Serbia, 
and Bosnia‐Hercegovina and, for comparison, Austria and Germany.
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Initiated in 1993, the New Baltic Barometer surveys Estonia, Latvia, and Lithuania. The 
2001 and 2004 New Baltic Barometers joined the New Europe Barometer, allowing for 
comparison with other transitional democracies in the region.

The data files are not publicly available, and reports utilizing the data are presented to 
policy making and academic bodies.

1.2.5 Latinobarometer
Since 1995, the Latinobarometer surveys individuals regarding their political behaviors 
and attitudes on political, social, and economic conditions in Latin America. The Latino
barometer was initially funded by the European Commission, and the UNDP. This tie to 
the Eurobarometer laid the structure for the Latinobarometer, which advertises its com
parability with other barometer surveys.

Although the series aims for representative random samples, the Latinobarometer has en
countered challenges in its fieldwork. Remote rural have proved especially difficult to 
sample. Nationwide samples are feasible only in some surveys. Random sampling is uti
lized in Costa Rica, Ecuador, El Salvador, Guatemala, Honduras, Nicaragua, and Panama. 
In contrast, the survey team resorts to quota samples in Argentina, Bolivia, Brazil, Chile, 
Colombia, Mexico, Peru, Paraguay, Uruguay, and Venezuela. The smallest sample size is 
Paraguay's 600 cases. The remaining nations sample about 1,200 cases, and in Spain the 
survey samples nearly 2,500.

(p. 885)

The core questions concern the economy, trade, democracy, politics and institutions, so
cial policies, civic culture and social capital, the environment, and current issues. In addi
tion to the standard battery, each wave concentrates on a new theme. For example, the 
1996 survey examined trade, foreign investment, and politics. The 1997 surveys added a 
focus on political parties, the economy, and confidence between countries. The 1998 wave 
queried respondents on social capital and corruption. The 1999/2000 survey theme was 
poverty.

Beginning with eight countries, the Latinobarometer series soon expanded to cover sev
enteen nations: Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Ecuador, El Sal
vador, Guatemala, Honduras, Mexico, Nicaragua, Panama, Paraguay, Peru, Uruguay, and 
Venezuela. In addition, Spain has been added in certain years. Like the Barometers of the 
former communist nations, the Latinobarometer is restrictive–the data are available for 
purchase.

1.2.6 Latin American Public Opinion Project
From 1994 to 2004, the Latin American Public Opinion Project (LAPOP) commissioned 
forty‐one different surveys to assess citizens' support for the political system, political tol
erance, perceptions of local government, corruption, and political activity. The common 
framework enables comparative analysis. For instance, one set of the most recent surveys 
contains a common core of questions and provides the evidence for one major reference 
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project, The Political Culture of Democracy in Central America, Mexico, and Colombia, 
2004, by the LAPOP founder and director, Mitchell A. Seligson.

In the collection of these data, survey teams aimed for the highest standards of academic 
survey research. Teams constructed multi‐stage, stratified, area probability samples with 
target of 1,500 respondents in each country. LAPOP involves surveys of fourteen coun
tries: Bolivia, Colombia, Costa Rica, the Dominican Republic, Ecuador, El Salvador, 
Guatemala, Honduras, Mexico, Nicaragua, Panama, Paraguay, Peru, and surveys of Mada
gascar as well.

The tabular results of surveys funded by USAID are freely available.16 Other data files are 
available for a fee from LAPOP at the Department of Political Science at Vanderbilt Uni
versity, and contact information is provided in Table 47.1.17

1.2.7 Afrobarometer
The Afrobarometer series began in 1993, and has been repeated in subsets of nations in 
subsequent waves. This relatively new survey data series has already generated six jour
nal articles, and a book by the project coordinators (Bratton et al. 2004).18 The Afro
barometer website advertises several recent reports of the results for purchase, and 
holds nearly fifty downloadable working papers.19 The surveys are carried out by inde
pendent research institutes in each nation, and reflect representative cross‐sections of 
the voting age population, drawn from multi‐stage area probability (p. 886) samples. The 
standard sample size in the second wave of surveys was 1,200 cases, with larger samples 
in more socially heterogeneous countries. Interviews are conducted face to face.

The Afrobarometer asks a series of standard questions regarding attitudes towards politi
cal, economic, and social conditions in Africa. Topics focus on democracy, governance, 
livelihoods, economic conditions, participation, trust, crime, national identity, and other 
issues confronting developing nations.

The first round began with twelve countries: Botswana, Ghana, Lesotho, Mali, Namibia, 
Nigeria, Malawi, South Africa, Tanzania, Uganda, Zambia, and Zimbabwe. The second 
round added Cape Verde, Kenya, Malawi, Mozambique, and Senegal to the line‐up. The 
third round in 2005 was expected to add Benin and Madagascar to that list.

In contrast to many other regional barometers in transition areas, the Afrobarometer da
ta are made freely available to the public two years after the first release of any survey's 
results, through the ICPSR, and on the Afrobarometer website.20

1.2.8 Asian Barometer
Large‐scale global surveys have often given short shrift to several regions within Asia. Set 
to fulfill this need, the recent Asian Barometer (official title: Japan‐ASEAN Barometer) is 
a comparative survey of public opinion in East, Southeast, South, and Central Asia. These 
data provide the basis for a major reference book, Values and Life Styles in Urban Asia: A 



Research Resources in Comparative Political Behavior

Page 36 of 50

Cross‐Cultural Analysis and Sourcebook Based on the AsiaBarometer Survey of 2003, by 

Inoguchi et al. (2005).21

Although the ideal research methodology is nationwide samples in each country, some 
rural areas are excluded. Sample sizes average 800 per country, and are drawn from indi
viduals 15–59 years old, based on multi‐stage stratified random sampling. Interviewers 
meet face to face with respondents.

The Asian Barometer covers multiple themes: values, identity, life satisfaction, health, 
family, work, political activity and evaluations of political, economic, and social institu
tions. In 2004 the study surveyed Brunei, Cambodia, China, Indonesia, Japan, Laos, 
Malaysia, Myanmar, Philippines, Singapore, South Korea, Thailand, and Vietnam. The da
ta are slated to be accessible through the ICPSR and the Social Science Japan Archive.

1.2.9 East Asian Barometer
A recent project, the East Asian Barometer has already generated two articles and a 
book, and several working papers, according to the project website.22 Interviews are con
ducted in person, drawing upon national samples. The sample sizes vary from 811 in 
Hong Kong to over 3,100 in mainland China.

Administered in 2001–2, the East Asian Barometer covers China, Hong Kong, Indonesia, 
Japan, Mongolia, the Philippines, South Korea, Taiwan, Thailand. The (p. 887) survey is de
signed to tap support for democracy and democratic reform, evaluations of the economy, 
assess the levels of trust in institutions, degree of membership in associations, and politi
cal activity. The survey questions and socioeconomic status variables are standardized 
across all nine nations. The East Asian Barometer data are slated to be publicly available 
in August 2005.

1.3 National Election Study Series

Election studies within individual nations are conducted by an independent national re
search team before and/or after a country's election. The most common questions center 
on voting behavior in present and past elections, expectations about and interest in the 
election, party identification, attitudes on current issues and evaluations of political lead
ers, parties, government performance, and democratic institutions.

Although national election studies lack cross‐national comparability in most instances, 
they often comprise the most methodologically sound surveys available. Generally, sam
pling procedures are rigorous and interviews are conducted in person as well as some by 
telephone and mail‐back. Certain series can be assembled to examine political behavior 
over three or more decades. For example, the American National Election Study dates 
back to 1952, and the cumulative file allows researchers to quickly track trends in Ameri
cans' political behavior over nearly six decades.
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Not only do questions and coding categories vary across election studies, but they can al
so vary dramatically within a national series. Yet where similar forms of the same ques
tions are repeated over time within the same series, national election study series are 
unique in their ability to support powerful longitudinal analyses of citizen attitudes and 
behaviors. Exemplars in employing several national election study series include the 
works of Dalton (2004, 2006) and Franklin (2004).

An additional difficulty with national election studies is that the data documentation and 
codebooks are often written in the study's native language—English translations are only 
sometimes available. To remedy this barrier, in 1989 the International Committee for Re
search into Elections and Representative Democracy (ICORE) was founded to promote 
cross‐national research in electoral behavior. One of their major goals is to fund the trans
lations of original questionnaires and documentation into English (Mochmann et al. 1998, 
1–2), but this process has been delayed for some series. In addition, to facilitate longitudi
nal research, many study series have been compiled to produce cumulative files. Still oth
ers remain as individual data sets, and assembling trends in the series can be a complex 
process. The Council of European Social Science Data Archives (CESSDA) represents a 
step toward holding many European national election studies at a central location.

In this section I cover some of the longest series of national election studies: those from 
Britain, Canada, Denmark, France, Germany, Israel, the Netherlands, Norway, Sweden, 
United States. Table 47.3 provides an overview of these studies: the years in the series, 
the number of studies, and contact information for the data source or (p. 888) archive. 
Given that cross‐national studies are the focus of this chapter, I have limited coverage to 
series with twenty‐five or more years of continuous surveys.23 For a more detailed listing 
of European series see the Inventory of National Election Studies in Europe 1945–1995, 
by Mochmann et al. (1998).

The election study series are most extensive in established industrial democracies, and 
thus these countries form the basis for Table 47.3. From the table, it is apparent that 
most of these studies began in the 1950s or 1960s and continue through present elec
tions. Although the ICPSR holds some election studies from countries other than (p. 889)

the US, the trend is toward national archives holding their own national studies (where 
they have the resources). The accessibility of these studies varies from one nation (or 
even principle investigator) to another. Regulations regarding access can be obtained by 
contacting the relevant archive. Some series are conducted at regular intervals, while 
others are more intermittent, such as the French election studies. Some of the most ex
tensive series have been compiled into cumulative files, which facilitate longitudinal 
analysis based upon particular questions or variables. For example, the American, British, 
Dutch, and German series have released these cumulative files.
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Table 47.3 National Election Study Series

Country Title Years # Surveys Source/Archives

Britain British Election 
Study

1963–2001 11 Data Archive, Uni
versity of Essex, 
dawww.essex.ac.uk, 
and ICPSR 
pre-1983

Canada Canadian National 
Election Study

1965–2004 10 University of Mon
treal 
www.fas.montreal.c
a/pol/ces-eec/
ces.html, and 
ICPSR pre‐1997

Denmark Danish Election 
Study

1959–2002 17 Danish Data 
Archives (DDA) 
www.sa.dk/dda

France French Election 
Study

1958–2002 7 Banque de Données 
Socio‐ Politiques 
(BDSP), 
solcidsp.upmf‐ 
grenoble.fr ICPSR 
1958, 68
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Germany German Election 
Study

1949–1994 13 Zentralarchiv für 
Empirische Sozial
forschung (ZA), 
www.za.uni-
koeln.de

Israel Israeli Election 
Study

1969–2001 9 Inter‐University 
Consortium for Po
litical and Social 
Research (ICPSR), 
www.icpsr.umich.ed
u

Netherlands Dutch Parliamen
tary Election Study

1967–2003 11 NIWI Steinmetz 
Archive (STAR), 
www.swidoc.nl, and 
ICPSR pre‐1982

Norway Norwegian Election 
Study

1957–2001 11 Norwegian Social 
Science Data Ser
vices (NSD), 
www.nsd.uib.no, 
and ICPSR for 
1957, 65
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Sweden Swedish Election 
Study

1956–2002 15 Swedish Social 
Science Data Ser
vice (SSD), 
www.ssd.gu.se

United States American Election 
Study

1952–2004 14 Inter‐University 
Consortium for Po
litical and Social 
Research (ICPSR), 
www.icpsr.umich.ed
u
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2 Making Surveys Accessible: The Role of the 
Major Archives
Without data archives, many surveys that are so vital to our empirical knowledge of politi
cal behavior would be less easily accessed, remaining scattered in the hands of a multi
tude of principle investigators. Data archives fuel research on comparative political be
havior by centralizing, storing, maintaining, and disseminating both cross‐national and in
dividual nation surveys. Without archives, many early surveys may be lost, undermining 
scholars' ability to analyze political behavior over the long term. The following discussion 
reviews the major survey data archives, and Table 47.4 details the contact information 

(see also Mochmann 2002).

Established in 1962, the Inter‐University Consortium for Political and Social Research 
(ICPSR) stands out as one of the most prominent data archives in the world. Housed with
in the Institute for Social Research at the University of Michigan, researchers at ICPSR 
member institutions can access a diverse range of survey data—from the American na
tional election studies, to various election studies from several national series such as the 
Canadian, French, German, and Dutch series, to the World Values Survey, to the Afro
barometers and Eurobarometers.

Similarly, the Central Archive for Empirical Social Research (Zentralarchiv für Em
pirische Sozialforschung, ZA) is a leader among data archives. A major storehouse for a 
voluminous data collection, the ZA headquarters at the University of Cologne. Examples 
of the ZA's holdings include the ISSP series, and German election study series. The code
books of this series are available in English language also by the ICPSR which has made 
them to one of the most frequently used European election surveys in the US and around 
the world.

Founded just after the Second World War, the Roper Center for Public Opinion Research 
pioneered survey data archives, and blends both academic and commercial polls. Roper 
Center data are accessible for a fee, or through paid membership by individuals or insti
tutions. The Center compiled a Catalogue of Holdings, providing (p. 890) (p. 891) a search
able description of its 10,000 data sets. While many of its holdings sample the American 
public, such as the General Social Survey and the Social Capital Community Benchmark 
Surveys, others poll residents of nations around the world. For example, the Roper Cen
ter holds over 1,000 different data sets from Great Britain. In response to the prolifera
tion of independent national data archives in other nations, the Center recently shifted its 
focus to multinational surveys. In addition, since 1989 the Roper Center offers the Latin 
American Databank. The databank partners with Latin American regional databanks, in
stitutes, universities, and commercial polling firms to acquire and distribute its 1,000 sur
veys from sixteen Latin American countries.
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Table 47.4 Major survey data archives around the world

Name Institution 
Headquar
ters

Contact http://

Inter‐University 
Consortium for 
Political and So
cial Research 
(ICPSR)

Institute for 
Social Re
search, Uni
versity of 
Michigan

www.icpsr.umich.edu

Central Archive 
for Empirical So
cial Research 
(ZA) (Zen
tralarchiv für 
Empirische 
Sozialforschung)

University of 
Cologne

www.gesis.org/za

The Roper Cen
ter

University of 
Connecticut

www.ropercenter.uconn.edu

UK Data Archive University of 
Essex. Data 
archive for 
Economic and 
Social Re
search Coun
cil (ESRC)

www.data-archive.ac.uk

Spanish Social 
Science Archive 
(ARCES) Archivo 
de Estudios So
ciales

Center for So
ciological In
vestigations 
(CIS), Spain

www.cis.es/

Steinmetz 
Archive (Dutch 
Social Science 
Data Archive)

Netherlands 
Institute of 
Scientific In
formation Ser
vices

www2.niwi.knaw.nl/en/
maatschappijwetenschappen/
steinmetzarchief/
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Norwegian So
cial Science Data 
Services (NSSD)

University of 
Bergen

www.uib.no/nsd

Council of Euro
pean Social 
Science Data 
Archive (CESS
DA)

Online, head
quarters Nor
wegian Social 
Science Data 
Service

www.nsd.uib.no/cessda/
europe.html

Australian Social 
Science Data 
Archive (ASSDA)

Australian 
Consortium 
for Social and 
Political Re
search, Aus
tralian Na
tional Univer
sity

aasda.anu.edu.au

Democracy Sur
vey Database

USAID, Van
derbilt Uni
versity Center 
for the Ameri
cas

www.millennium-int.com/
newdsd

Center for the 
Study of Public 
Opinion (CESOP)

University of 
Campinhas, 
Brazil

www.cesop.unicamp.br

South African Da
ta Archive (SA
DA)

National Re
search Foun
dation, Preto
ria, South 
Africa

www.nrf.ac.za/sada

Social Science on 
Japan Data 
Archive (SSJDA)

Institute of 
Social 
Science, Uni
versity of 
Tokyo

ssjda.iss.u-tokyo.ac.jp/en
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International 
Federation of Da
ta Organizations 
(IFDO)

Umbrella or
ganization, 30 
members

www.ifdo.org

Moving down Table 47.4 toward some of the more focused regional archives, the UK Data 
Archive is located in the University of Essex, and houses over 7,000 social science data 
sets. The UK Data Archive stores and disseminates data for the Economic and Social Re
search Council, such as the British National Election Studies, British Census data, and 
Eurobarometer series. Similar to the ICPSR, the UK Data Archive is a membership‐based 
organization.

Another national organization, ARCES is a social science archive in Spain, sponsored by 
Spain's Center for Sociological Investigations (CIS). With over 1,600 surveys, ARCES pro
vides access to the Spanish Election Studies, surveys of Spanish youth, and monthly 
barometer polls. Most of the data are available for a fee three months after the process
ing is completed. In a similar fashion, since 1962 the Steinmetz Archive houses Dutch so
cial science data, such as the Dutch National Election Study, and multi‐nation surveys 
such as the European Election Study.

The Norwegian Social Science Data Services (NSSD), University of Bergen, stores and 
disseminates survey data dating back to 1964, surveys such as the Norwegian Election 
Studies, and census data. The NSSD also sponsors the homepage for the organization of 
European data archives, the Council of European Social Science Data Archive (CESSDA).

The Australian Social Science Data Archive (ASSDA) works as a unit of the Australian 
Consortium for Social and Political Research, Research School of Social Sciences at the 
Australian National University. Since 1981, the ASSDA archives Australian National Elec
tion Studies, Australian population and census data and data from other nations in the 
Asia Pacific Region.

The Democracy Survey Database, supported by the USAID and Vanderbilt University Cen
ter for the Americas, provides a web‐accessible, centralized source for a series of surveys 
of Latin and Central American countries, including many of the LAPOP studies described 
in the previous section. Because many of the surveys were centrally coordinated and have 
a common framework, the website offers a tool for an organized search of cross‐survey 
topics, and even key question selection.

One of the largest and most accessible archives in Latin America is located at the Univer
sity of Campinhas in Brazil. The Center for the Study of Public Opinion (CESOP) holds 
over 2,300 surveys, including a large collection of electoral surveys, publishes a journal 
about Brazilian public opinion, and is a partner of the ICPSR and Roper Center.

(p. 892)
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An electronic storehouse for multiple studies of the South African populations, and some 
comparative surveys, the South African Data Archive (SADA), based in Pretoria, holds 
academic, government, and commercial surveys. The data catalogue lists a diverse array 
of surveys—from the annual General Household Surveys, to surveys of political attitudes. 
Currently there are no costs in ordering data and documentation from SADA.

The Social Science Research of Japan Data Archive (SSJDA) collects, stores, and distrib
utes Japanese survey data. While the collection of such studies as the Japanese Election 
studies is extensive, and the data freely accessible pending application, the SSJDA web
site cautions that data sets are provided only in Japanese. The SSJDA, a partner of the 
ICPSR, is a unit within the Information Center for Social Research on Japan, Institute of 
Social Science, University of Tokyo, and is sponsored by several other funding agencies. 
Because the SSJDA is one of the only major Japanese archives, and was only recently es
tablished in 1998, many previous empirical data disappeared after its primary analysis. 
The loss of these data underscores the need for archives to preserve data.

In an effort to centralize information and facilitate the exchange of data across borders, 
umbrella organizations have been created to connect these national archives. The promi
nent umbrella organizations include the worldwide International Federation of Data Orga
nizations (IFDO) and the more European‐based Council of European Social Science Data 
Archive (CESSDA). Founded in 1976/7, both organizations compile information on a di
verse array of data sets from national social science archives such as ZA in Germany and 
ARCES in Spain. In addition, these organizations work to achieve common standards for 
documenting and sharing data sets (Mochmann 2002).

3 Conclusions
Cross‐national survey data projects have proliferated in recent years, offering re
searchers the empirical base to study a variety of different themes and regions. Despite 
the major advances in survey projects, the opportunity remains to design future surveys 
with an eye toward teasing out the causal mechanisms behind many of the established re
lationships. Comparative surveys would be enhanced by the addition of more panel stud
ies like the Political Action Study (1973/6, 1979/81), and perhaps even experimental sur
vey designs.

In addition, rather than limiting respondents' options to a predetermined set of respons
es, greater funding is necessary to allow for more open‐ended questions that might allow 
individuals to more clearly convey the basis for their evaluations of the political world. 
Likewise, the smaller sample sizes that make contemporary surveys more affordable also 
limit our ability to draw sufficient cases for in‐depth analysis of (p. 893) subsets of the 
population. The limited number of cases circumscribes our understanding of what shapes 
the attitudes and behaviors of groups such as the young, and racial and ethnic minority 
groups.
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Most of the major cross‐national surveys primarily tap perceptions, values, and attitudes. 
Questions addressing actual political behavior are most often found in the national elec
tion studies, and CSES is a first step in making these election studies comparable across 
nations. As it stands, it takes a great deal of effort and time to find questions comparable 
over time within the same election study series, let alone comparable across nations.

Surveys funded by government organizations are public domain, and accessible to the 
public. By tradition, most survey data are restricted for a few years after collection. The 
American National Science Foundation stipulates that investigators share the data they 
collect “at no more than incremental cost and within a reasonable time” (NSF, GC‐1 
(07/01/02). However, the “norm” for that interim period of exclusive rights varies across 
projects, and around the world. Further, many regional surveys are increasingly funded 
by private sources, and if they provide data to the general public at all, may charge con
siderable fees. These fees may prove prohibitive for many researchers with limited re
sources, especially graduate students and junior scholars.

Normatively speaking, what should be the obligations to share data? On the one hand, 
from the perspective of those who invested their efforts in collecting and preparing the 
data, a brief period is often necessary for in‐house analysis. By releasing the data too ear
ly, a “free‐rider” may achieve the first publication. Usurping the researcher who invested 
the capital may weaken the future collection of data, reducing the incentive of Principal 
Investigators to gather the data in the first place. The logic underpinning a brief period of 
exclusive rights operates much like the market‐based logic of research and development 
for products such as prescription medications.

On the other hand, some academic surveys remain difficult or expensive to obtain, and/or 
suffer from an extended delay from collection to public release. The largely pervasive 
norm of archiving and sharing data within a year or two is essential to the advancement 
of science. With older data, researchers are often unable to address the most pressing 
current political issues. Further, survey data that are not shared leave behind gaps in the 
literature, and a new team must reinvent the wheel. Surveys that merely re‐create unre
leased data waste precious resources. Limited accessibility to cross‐national surveys can 
impede scholarship in certain areas, especially where there are relatively few surveys 
conducted at all.

In general, the “large‐n” academic studies and surveys of western Europe have been most 
easily accessed, adding to their visibility, and to the extensive study of individuals in west
ern nations. Specific to emerging democracies and developing nations, the timely release 
of survey data is especially important, and it is often lacking. Transitions are, by defini
tion, time sensitive. The proliferation of projects in previously undersurveyed regions and 
countries is only the first step in evening our knowledge of political behavior in a diverse 
array of political settings. In order to (p. 894) truly step up research, survey data must be 
widely shared through established archives, or online, and advertised to young scholars.



Research Resources in Comparative Political Behavior

Page 47 of 50

References

ALMOND, G., and VERBA, S. 1963. The Civic Culture. Boston: Little Brown.

BARNES, S., KAASE, M., et al. 1979. Political Action. London: Sage.

BECKER, J. et al. eds. 1990. Attitudes to Inequality and the Role of Government. Rijswijk, 
The Netherlands: Sociaal en Cultureel Planbureau.

BLAIS, A. et al. 2001. Measuring party identification: Britain, Canada, and the United 
States. Political Behavior, 23: 5–22.

BRATTON, M. et al. 2004. Public Opinion, Democracy, and Market Reform in Africa. 
Cambridge: Cambridge University Press.

CLARKE, H., and STEWART, M. 1998. The Decline of Parties in the Minds of Citizens. 
Annual Review of Political Science, 1.

DALTON, R. 2004. Democratic Challenges, Democratic Choices: The Erosion of Political 
Support in Advanced Industrial Democracies. Oxford: Oxford University Press.

—— Citizen Politics: Public Opinion and Political Parties in Advanced Industrial Democra
cies, 4th edn. Washington, DC: CQ Press.

—— and WATTENBERG, M. eds. 2000. Parties without Partisans: Political Change in Ad
vanced Industrial Democracies. Oxford: Oxford University Press.

EIJK, C.vander, and M. Franklin. 1996. Choosing Europe? The European Electorae and 
National Politics in the Face of Union. Ann Arbor: University of Michigan Press.

FRANKLIN, M. 2004. Voter Turnout and the Dynamics of Electoral Competition in Estab
lished Democracies since 1945. Cambridge: Cambridge University Press.

—— and WLEIZEN, C. eds. 2002. The Future of Election Studies. Amsterdam: Pergamon.

FRIZELL, A., and PAMMETT, J. eds. 1996. Social Inequality in Canada. Ottowa: Carleton 
University Press.

—— —— eds. 1997. Shades of Green. Ottowa: Carleton University Press.

GEER, J. ed. 2004. Public Opinon and Polling around the World: A Historical 
Encyclopedia. vols. i and ii. Santa Barbara, Calif.: ABC‐CLIO.

HALMAN, L., LUIJKX, R., and van Zunder, M. 2005. Atlas of European Values. Amster
dam: Brill Academic Publishers.

HASTINGS, E., and HASTINGS, P. eds. 1989. Index to International Public Opinion, 
1987–1988. Westport, Conn.: Greenwood.



Research Resources in Comparative Political Behavior

Page 48 of 50

HEATH, A. F., FISHER, S., and SMITH, S. 2005 The globalization of public opinion re
search. Annual Review of Political Science, 8: 297–333.

INGLEHART, R. et al. 2004. Human Beliefs and Values: A Cross‐Cultural Sourcebook 
Based on the 1999–2002 Values Survey. Mexico, D.F.: Siglo Veintiuno Editores.

INOGUCHI, T. et al. 2005. Values and Life Styles in Urban Asia: A Cross‐Cultural Analy
sis and Sourcebook Based on the AsiaBarometer Survey of 2003. Mexico City: Siglo XXI 
Editores.

JOWELL, R. et al. eds. 1989. British Social Attitudes: Special International Report. Alder
shot: Gower.

—— et al. eds. 1993. International Social Attitudes: the 10th BSA Report. Aldershot: Dart
mouth Publishing.

(p. 895) —— et al. eds. 1998. British and European Social Attitudes: The 15th BSA Report. 
Aldershot: Ashgate.

KLINGEMANN, H. et al. forthcoming. (CSES) Oxford: Oxford University Press.

MOCHMANN, E. 2002. International Social Science Data Service: Scope and Accessibili
ty. Cologne: International Social Science Council.

—— et al. 1998. Inventory of National Election Studies in Europe 1945–1995. Bergisch 
Gladbach: Edwin Ferger Verlag.

NIEDERMAYER, O., and SINNOTT, R. eds. 1995. Public Opinion and Internationalized 
Governance: Beliefs in Government, vol. ii. Oxford: Oxford University Press.

NORRIS, P. 2004. Electoral Engineering: Voting Rules and Political Behavior. New York: 
Cambridge University Press.

REIF, K., and INGLEHART, R. eds. 1991. Eurobarometer: The Dynamics of European 
Public Opinion: Essays in Honor of Jacques‐Rene Rabier. London: Macmillan.

ROSE, R., and MUNRO, N. 2003. Elections and Parties in New European Democracies
Washington, DC: CQ Press.

SARIS, W., and KAASE, M. eds. 1997. Eurobarometer: Measurement Instruments for 
Opinions in Europe. ZUMA Nachrichten Spezial. Vol. ii. Mannheim.

SCOTTO, T., and SINGER, M. 2004. Industrial democracies. Pp. 491–6 in Public Opinon 
and Polling around the World: A Historical Encyclopedia, ed. J. Geer. Santa Barbara, 
Calif.: ABC‐CLIO.

SELIGSON, M. 2004. The Political Culture of Democracy in Central America, Mexico and 
Colombia. Latin American Public Opinion Project (LAPOP), Vanderbilt University, 
Nashville, Ten.



Research Resources in Comparative Political Behavior

Page 49 of 50

THOMASSEN, J. 1976. Party identification as a cross‐cultural concept: its meaning in the 
Netherlands. Pp. 63–79 in Party Identification and Beyond, ed. I. Budge, I. Crewe, and D. 
Farlie. London: John Wiley.

TOS, N. et al. eds. 1999. Modern Society and Values: A Comparative Analysis Based on 
the ISSP Project. Ljubljana: FSS, University of Ljubljana; Mannheim: ZUMA.

Notes:

(1) For a thorough review of the voluminous body of national polls around the world (most 
by commercial firms), see the edited handbook by John Geer (2004), and the annual vol
umes in the series by Hastings and Hastings (1989).

(2) In this chapter we often refer to the “European Values Study/World Values 
Survey” (EVS/WVS) to be more explicit about what is often referred to as the “World Val
ues Survey.” The reader should note that that EVS and WVS are now two independent or
ganizations, with separate coordination centers and funding sources. The EVS and WVS 
contact information are separately listed in Table 47.1.

(3) The number of publications generated by the WVS as reported by the ICPSR website 
search engine (www.icpsr.umich.edu) in May 2005.

(4) www.worldvaluessurvey.org

(5) www.issp.org

(6) www.cses.org

(7) www.cses.org

(8) www.peoplepress.org/pgap

(9) www.gallup-international.com/ContentFiles/millennium18.asp (May 9, 2005).

(10) The number of publications generated by the WVS as reported by the ICPSR website 
search engine (www.icpsr.umich.edu). A search of the ZA bibliography for the term Euro
barometer returns 2,023 entries, some reports and working papers.

(11) Due to its small population size, Luxembourg only has a sample size of 600. Post‐re
unification Germany draws a sample of 2,000.

(12) www.gesis.org/za

(13) www.europeanelectionstudies.net

(14) This Barometer series also includes the New Russia Barometer (1992 to present) and 
the Korea Barometer, which are not included here because of their single‐nation focus.

(15) www.cspp.strath.ac.uk
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(16) www.millennium-int.com/newdsd

(17) www.vanderbilt.edu/americas/English/LAPOP.php

(18) The number of publications generated by the Afrobarometer as reported by the 
ICPSR website search engine (www.icpsr.umich.edu) in May 2005.

(19) www.afrobarometer.org

(20) www.afrobarometer.org

(21) www.avatoli.ioc.u-tokyo.ac.jp-asiabarometer

(22) Eacsurvey.law.ntu.edu.tw

(23) For example, the Australian National Election Study was not included here because 
it dates back to 1987.

Miki Caul Kittilson

Miki Caul Kittilson is Assistant Professor of Political Science at Arizona State Univer
sity.
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Abstract and Keywords

This article discusses comparative opinion surveys and comparative survey research. It 
first identifies the problems of comparative surveys and how these problems can be 
solved or overcome. It then tries to determine whether these surveys should include more 
or fewer countries during the research process. The last two sections discuss the need for 
data on the countries included in the survey or data set and the how the comparative sur
vey data is analyzed.

Keywords: comparative opinion surveys, comparative survey research, problems of comparative surveys, need for 
data, analysis

And what should they know of England, who only England know?

(Kipling 1910)

1 Why do Comparative Opinion Research?
THE study of mass political behavior has a deceptively simple objective—to establish the 
causes and consequences of the political values and behaviors of the general population.1

It faces one major obstacle—the sheer size of (most) general populations. Its ability to 
overcome that obstacle rests heavily on the power of the sample survey. Statistical theory 
demonstrates that inferences about the characteristics of a large population can in fact 
be drawn from the evidence of relatively small samples drawn randomly from that popula
tion. True, there is some uncertainty associated with those inferences, but its degree is 
known. Moreover that uncertainty is centered on the true value in the population as a 
whole. So, for example, if 50 percent of a (p. 897) random sample of 1,000 people has a 
particular characteristic, there is a 95 percent chance that between 47 and 53 percent ac
tually have that characteristic amongst the population from which the sample was drawn. 
Armed with that knowledge, the student of political behavior has been able since the ad
vent of the sample survey in the 1930s to make empirically substantiated statements 
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about mass publics on the basis of information gathered from just a thousand people or 
so.

This approach does, however, beg one important question—what is the population about 
which we want to make empirically substantiated statements? Sample surveys are com
monly conducted within the confines of a particular state. For many purposes this is per
fectly acceptable. If, for example, we want to understand why people vote the way that 
they do in US presidential elections, a survey based on a random sample of the popula
tion of the United States is likely to be perfectly adequate. But the study of political be
havior has loftier ambitions than simply explaining how people behave in particular coun
tries. It wishes to be able to make statements about behavior in general. Yet we cannot 
assume that what is true in one country necessarily holds elsewhere. Perhaps, for exam
ple, how people vote in US presidential elections is influenced by circumstances that are 
particular to those elections and thus is different from how people vote in other elections 
elsewhere.

So survey research that crosses the boundaries of the nation‐state is essential to the 
study of political behavior, as Kipling recognized in the above quotation. At minimum if 
we are to be able to make statements about how people behave politically that are gener
ally empirically substantiated, they need to be tested in a wide variety of social and politi
cal environments. Yet in practice cross‐national research has much more to offer than 
this. If political behavior is influenced by the circumstances in which it takes place, its 
study needs to be pursued using a research design in which those circumstances vary. 
This condition is often not fulfilled by research conducted within one country. For exam
ple, it is often argued that people are more likely to participate in elections if a system of 
proportional representation is in place than if a majoritarian system is in use (see chapter 
by Blais in this volume; Blais and Dobryzynska 1998; Franklin 2002; Norris 2004). Yet, 
elections within any one country are typically held using either one kind of system or the 
other, not a mixture of the two. Thus, the study of the impact of electoral systems on 
turnout at elections almost inevitably requires us to undertake comparative research. 
Much the same can be said of almost any characteristic that does not usually vary within 
a country.

Moreover, there is more than one way in which circumstances that vary from one country 
to another can affect behavior. For example, one way in which the use of proportional rep
resentation might increase turnout is simply by increasing the proportion of all kinds of 
people who vote—young and old, those interested in politics and those less so, strong par
ty identifiers and weak identifiers, etc.—by more or less the same amount. In short, a par
ticular kind of electoral system simply influences the overall level of turnout rather than 
the kind of person who votes. But an alternative possibility is that the use of proportional 
representation increases turnout amongst some groups more than others. Perhaps, for 
example, it has more impact on those belonging to groups who are less likely to vote, 
such as younger (p. 898) people, the politically uninterested and weak identifiers (Fisher 
et al., 2006). If that happens, then the electoral system a country uses not only affects the 
level of participation but its relationship with other variables, such as age, political inter
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est, and strength of identification. The ability of comparative survey research to assess 
the degree to which relationships may be contingent on national circumstance is at least 
as important as the opportunities it opens up to assess the impact of national circum
stance on the overall incidence of behaviors and attitudes.

Indeed, the ability of comparative research to uncover the impact of circumstances that 
vary between countries but do not differ within them means that such research should be 
of interest even to the student whose concern is confined to understanding behavior in 
one particular country. If, for example, some of the most profound influences upon how 
people vote in US presidential elections are features that are common across the United 
States, such as the relative weakness of the country's political parties or the ability of 
candidates to purchase air time on television, then US presidential elections can only be 
adequately analyzed and understood if they are compared with elections elsewhere where 
these circumstances do not pertain. In other words, comparative survey research can en
able us better to understand not only the general but the particular as well.

So comparative cross‐national mass political research brings three main benefits. First, it 
enables us to assess the empirical generalizability of claims that we might make about 
the causes and consequences of political attitudes and behavior. Second, it enables us to 
widen the range of contextual influences on attitudes and behavior that can be analyzed, 
in particular making it possible to assess the impact of influences that are largely invari
ant within countries but do vary between them. Third, it can even contribute to the study 
of behavior within a particular country by providing points of comparison that make it 
possible to assess the impact of that country's particular social and political circum
stances on behavior within that country.

2 The Problems of Comparative Surveys
The benefits of comparative analyses rest on a crucial assumption—that we can make 
valid comparisons between the results obtained by surveys conducted in different coun
tries. All forms of survey research are subject to potential sources of bias that mean they 
fail to provide as reliable a guide to the characteristics of a population as sampling theory 
would lead us to expect (Groves 1987, 1989). In particular, some parts of a population 
may be omitted from or under‐represented in the coverage of a survey. Meanwhile, the 
questions asked in a survey may fail to measure accurately what the researcher may have 
been aiming to measure. The particular difficulty that arises in comparative cross‐nation
al research is not that these problems exist, but that their incidence may vary from coun
try to country. As a result we may wonder whether the (p. 899) differences between the re
sults of a survey conducted in two or more countries reflect artifactual differences in how 
the survey was conducted in the two countries rather than real differences between their 
populations (Heath, Fisher, and Smith 2005).

Between‐country variation in measurement error is perhaps the most obvious pitfall of 
comparative survey research. Clearly if different questions are asked in different coun
tries, any differences in response may simply reflect differences in question wording. 
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Thus most exercises in comparative survey research are based on a common question
naire that ideally is administered in an identical manner in every country. But one imme
diately obvious limitation to the fulfillment of this ideal is that people in different coun
tries speak different languages. Even if a questionnaire is translated faithfully from its in
ternationally agreed original, differences in the structure of different languages and in 
the connotations associated with different words in different languages may well mean 
that the cognitive and affective meaning of a question in the minds of respondents varies 
from country to country. Meanwhile attempts to develop batteries of questions designed 
to measure adherence to underlying values such as equality or social liberalism may be 
undermined by the fact that the degree to which any particular question taps adherence 
to such values varies from country to country. More difficult still is the possibility that a 
concept may not exist in certain cultures. Previous research on attitudes towards reli
gion, for example, has had to cope with the difficulty that the concept of “God” does not 
exist in Japanese culture (Jowell 1998).

Less obvious, but no less important however, are differences between countries in survey 
practice. Survey research is commonly organized on a national basis. That is, while one 
fieldwork organization will usually be responsible for conducting a comparative survey in 
its country, a different organization will undertake the survey in another country, etc. In 
any event, even if this were not the case the way in which a survey is conducted may have 
to vary from country to country because of national differences of practice and circum
stance. For example, the ability to undertake pure random sampling depends on the exis
tence of (and access to) a full (and accurate) population register, or failing that a full list 
of households or addresses from which a random sample of individuals can be generated. 
Sampling procedures must inevitably vary depending on the existence and the form of 
such information. Meanwhile, in some countries securing interviews in rural areas may 
be difficult either because such populations are geographically widely spread or because 
of relatively low rates of literacy. Equally, differences of geography may mean that the de
gree to which samples are geographically clustered in order to keep survey costs down 
has to vary. Of course, both differences of national circumstance and in the quality of in
terviewing may produce substantial differences in response rates—and thus different lev
els of exposure to the possibility that samples may be biased because of differential non‐
response.

In short—and the above discussion is far from exhaustive—comparative opinion research 
is exposed to the severe problem that alongside the substantive differences between 
countries whose impact such research is designed to discern there may well coexist 
methodological differences that in themselves make countries appear more or less similar 
to each other than in reality is the case. The comparative researcher's task is already of
ten difficult enough because countries typically do not differ substantively in (p. 900) just 
one respect, but several, thereby potentially making it difficult to discern which substan
tive difference might account for any particular difference between the results of surveys 
conducted in two or more countries. Now it appears that in practice we cannot be sure 
that any difference we might uncover is not simply an artifact of difference in survey 
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method rather than a real difference. The apparent analytic power of comparative opin
ion research appears to have crumbled all too readily in our hands.

3 Overcoming the Problems
How might that power possibly be restored? One obvious possibility is to reduce the de
gree of heterogeneity in survey practice. This is very much the approach that has been 
adopted by one recently instigated cross‐national collaboration, the European Social Sur
vey (European Social Survey n.d.a). One of its avowed aims has been to ensure that each 
participating survey is conducted to more or less the same high standard. Thus, for exam
ple, not only are strict guidelines for the implementation of random sampling laid down, 
but how it is proposed to implement those guidelines in each country has to be agreed by 
a coordinating methodological committee (Lynn et al. 2004). Amongst the key features of 
these guidelines are that all interviewing has to take place face to face, with both a mini
mum target response rate of 70 percent, and a minimum effective sample size (that is af
ter taking into account the impact of any geographical clustering of interviews and any 
unequal selection probabilities), of 1,500 (European Social Survey n.d.b). Meanwhile, 
questionnaires are independently translated by two native speakers and then any differ
ences are resolved by those with knowledge of survey design and the research topic as 
well as the languages in question. (For more on translation strategies see Smith 2002.)

Such an approach to comparative survey research places a premium on the quality of the 
work in those countries that do participate in a survey rather than on ensuring coverage 
of as many countries as possible—though in the event when the first ESS survey was con
ducted in 2002 no less than twenty‐two European countries endeavored to meet the orga
nizers' exacting standards while twenty‐six did so in 2004. (Surveys are being conducted 
every other year.) In any case, there are other reasons why we might limit the range of 
countries included in a program of comparative opinion research. First, the more diverse 
the countries being covered, the greater the difficulty of ensuring that the questions 
asked have the same meaning to respondents across language and culture. Even if there 
are attempts to ensure similarity of meaning, when there is a diverse set of countries 
comparability may only be achieved at the cost of producing questions that are so general 
and abstract that respondents everywhere may have some difficulty discerning their 
meaning (Kuechler 1998). Second, the larger the number of countries included, the 
greater the likelihood that those who attempt to analyze the resulting data do not have 
sufficient understanding of the social, political, economic, and cultural attributes of each 

(p. 901) country to be able to interpret the data sensitively and sensibly (Jowell 1998). In 
short it could be argued that the approach of the first ever major piece of comparative 
opinion research, Almond and Verba's Civic Culture study (Almond and Verba 1963), 
which confined its attention to five countries chosen for their theoretical interest, pro
vides a model as to how comparative survey research should be conducted.

Indeed, it is interesting to note that many of the more recently instigated programs of 
comparative survey research have been “regional” rather than “global” in character (also 
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see chapter by Kittilson in this volume). The trend began with the instigation of a range of 
“barometer” surveys in central and eastern Europe following the collapse of the Berlin 
Wall (Centre for the Study of Public Policy n.d.). An annual “Latinobarometer” that now 
covers eighteen countries in Latin America began in 1995 (Latinobarómetro Corporation 
n.d.), an “Afrobarometer” started in 1999 with twelve countries, with as many as eighteen 
participating in the third round conducted in 2005–6 (Afrobarometer n.d.a), while no less 
than two collaborations, the East Asia Barometer and the Asia Barometer, have been in
stigated (in 2001 and annually since 2003 respectively), each covering around a dozen or 
so countries in overlapping parts of eastern and southern Asia (East Asia Barometer n.d.; 
Asia Barometer n.d.). These regional collaborations vary in the degree to which they have 
attempted to impose similarity of methodological rigor across their component countries, 
with perhaps the most impressive being the attempts of the Afrobarometer to promote 
the same high standards in countries that often lack a tradition of high‐quality survey re
search or indeed much of the infrastructure required to implement random sampling 
(Afrobarometer n.d.b). Such regional collaborations enable these surveys to focus on 
those topics that are of common concern in their parts of the world rather than pursuing 
an agenda that simply reflects the intellectual concerns and assumptions of advanced in
dustrial democracies.

In fact, the ability of the European Social Survey to obtain methodological consistency 
and rigor is dependent not so much on its regional character as on the organizational 
structure it has been able to develop. Unlike other collaborations, it has access to funding 
from cross‐national political and scientific institutions such as the European Union and 
the European Science Foundation.2 Amongst other things this ensures that it has a com
paratively well‐funded permanent secretariat and central infrastructure. Meanwhile, 
funding for the various national surveys typically comes from national scientific funding 
councils who are willing to support the high standards that ESS demands. In contrast, 
most comparative research projects are (p. 902) voluntary collaborations between national 
survey teams and have a relatively limited secretariat that may well be provided by just 
one country.

Indeed, of the three truly “global” comparative research survey collaborations that cur
rently exist, two do not even attempt to undertake complete whole surveys within each 
country. Rather, both the International Social Survey Programme (ISSP), a collaboration 
between general social surveys, and the Comparative Study of Electoral Systems Project 
(CSES), a collaboration between academic national election studies, are collaborations 
between national surveys that ask about their own domestic agendas but agree to devote 
a part of their survey to a module of common questions. Indeed many of the surveys in
volved in these two collaborations are well‐established enterprises. Thus the ISSP was in
stigated in 1984 by three existing social surveys, the US General Social Survey, the 
British Social Attitudes survey, and the German ALLBUSS, together with survey re
searchers from the Australian National University, though it now has as many as forty‐one 
participants who collaborate annually. The CSES, which began in 1996, includes amongst 
its membership most of the long‐running national election studies in the well‐established 
democracies, as well as studies in countries where democratic elections let alone election 
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studies have a much shorter history. Altogether, its first module covered elections in as 
many as thirty‐four countries, the second in over forty.

Collaborations between existing national studies have one key advantage. They are rela
tively inexpensive, as they do not require the full cost of mounting a survey to be found in 
every participating country. But they are inevitably limited in the degree of methodologi
cal consistency that can be achieved. Faced with the choice between maintaining existing 
domestic practices and changing those practices to meet international requirements the 
former pressure will tend to be greater, especially if changing the way an established sur
vey is conducted might compromise the integrity of a domestic time series. Given that 
constraint the ISSP has relatively strict requirements that a survey must be able to satisfy 
before it is admitted to its membership (International Social Survey Programme 2003). All 
surveys are, for example, meant to use random sampling and undertake at least a thou
sand interviews. Meanwhile, the questions in each annual module (with each module cov
ering a rotating cycle of subjects) are agreed collaboratively by all of the participating 
members, thereby helping to ensure that they are crafted with sensitivity to cultural and 
linguistic differences. They are also all asked together in the same order in a block, albeit 
either face to face or as part of a self‐completion supplement. Nevertheless, the program 
does not have any rules on how questionnaires should be translated while an examination 
of the methodology actually being employed by its members revealed that not all of them 
necessarily followed the principles of random sampling that the program was meant to 
uphold (Park and Jowell 1997).

The CSES is even less rigorous. While it supposedly requires its members to administer 
the module as whole in a block, not all of them follow this requirement. The module may 
be administered face to face, by telephone, or by self‐completion questionnaire (either as 
a supplement to a face‐to‐face survey or as part of a mail‐back survey). It does not insist 
on random sampling nor does it have any rules on translation. This latitude in part re
flects the fact that, as we have already noted, the project has had to accept the fact that 
already well‐established national election studies are less willing to compromise (p. 903)

their own domestic time series by changing how their surveys are conducted. In part, too, 
the secretariat lacks either the resources or indeed the authority in what is a voluntary 
collaboration to insist on greater conformity to a set of common standards. The one cru
cial requirement that the project does have, however, is that fieldwork should take place 
in the period immediately after a national parliamentary or presidential election, thereby 
enabling the project to capture as accurately as possible in each country the attitudes 
and behavior of the electorate at the occasion of an election. This makes the CSES a 
unique resource for the comparative study of electoral behavior, though it does mean that 
the fieldwork for each module has to be spread out over a five‐year period in order to en
sure that an election has been held in each country that wishes to participate.

The comparative project whose subject matter covers political attitudes and behavior that 
has the widest reach of all, however, is the World Values Survey. This began life as a sole
ly European survey (the European Values Survey) in the early 1980s, designed to look at 
social and moral values in the then western Europe. However, it was then promoted by 
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Ronald Inglehart at the University of Michigan and adopted in a dozen non‐European 
countries. Thereafter the collaboration has blossomed (though the European countries 
continue to have their own organization and secretariat). Now, after four rounds, each 
around five years apart, it is being conducted in nearly eighty countries. While unlike 
both CSES and ISSP a whole survey is commissioned especially for the purpose, the 
project is reliant on teams within each country to raise the necessary funds and in prac
tice the project is not notable for the similarity of methods employed in each country. 
Thus, while the survey work is nearly always undertaken face to face, it only aspires to 
follow random sampling “as closely as possible” (World Values Survey n.d.b), while some 
samples are not fully nationally representative (Inglehart 1997, 346). Meanwhile amongst 
the thirty‐two European countries that fielded the fourth round of the survey in 1999, 
around half back‐translated the questionnaire into English, while the other half did not. 
Nearly two‐thirds added one or more country‐specific questions in the middle of the com
mon module. Equally, a third used some form of quota control at some point in the sam
pling process and around two‐thirds allowed some form of substitution for non‐contacts, 
while the remainder did not implement such procedures (European Values Study 1999).

4 Many Countries or Few?
One feature that these three truly intercontinental projects have in common is that they 
challenge the earlier notion that in comparative survey research less may be better. They 
all suffer, even if rather less so in the case of ISSP, from between‐country methodological 
pluralism. They also appear to encourage the user to analyze data from countries about 
which he or she may know little or nothing. Yet, despite the undoubted disadvantages of 
their methodological diversity, these exercises are still highly valuable.

(p. 904)

To see why this is the case we may perhaps need to remind ourselves as to the analytic 
purchase that we argued earlier comparative opinion research brings. This is that com
parative survey research enables us to examine the links between circumstances that 
vary between countries (but usually not within them) and both the incidence of various 
political attitudes and behaviors and the relationships between them. From this perspec
tive our interest in, for example, the United States lies not in the United States per se but 
in the politically relevant attributes that it has, such as the fact that it is a federal country, 
has a presidential system of government, uses a single‐member plurality electoral system 
or that health care is primarily funded by private insurance. Equally our interest in, for 
example, Sweden may lie in the fact that is a unitary state, has a parliamentary system of 
government, uses a party list electoral system, or that the state funds most health care.

In short, countries may be regarded as cases with theoretically relevant attributes. We 
can then assess the impact of these attributes by coding each country accordingly and in
cluding the resulting variables in our data analyses. While the coding of each attribute 
needs to be conducted accurately it does not require expert knowledge of the social, eco
nomic, political, and cultural attributes of a country. Note further that in such analyses 
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any particular attribute may well be present in more than one country, and indeed will 
probably be present in several. Thus instead of being reliant on the evidence of just one 
country to assess the impact of a particular attribute we should have available to us the 
evidence of a number. This means we can begin to assess whether a general relationship 
exists between the presence of a particular circumstance and a particular attitude or be
havior—and it is identifying the existence of such relationships that we have argued is the 
central task of the study of political behavior.

How does this mitigate the dangers of methodological pluralism? Quite simply because 
there is safety in numbers. While the results of a survey in any one country with a partic
ular attribute may be more artifact than fact, the probability that this is true of all coun
tries with that attribute is far less. So long as differences of methodological approach are 
not strongly correlated with the presence or absence of the attribute of interest, then 
those differences of approach cannot be responsible for any relationship that may be un
covered between that attribute and a particular attitude or behavior. The presence of 
methodological diversity will probably result in greater error variance between countries 
and, as a result, real relationships may well be attenuated in the survey data. Neverthe
less, the more countries that a program of comparative research covers, the more likely it 
is to be insulated against the danger that substantive conclusions are drawn on the basis 
of artifactual differences.

5 The Need for Data about Countries
One important implication, however, flows from this approach. Comparative opinion re
search cannot be conducted using survey data alone. Rather it needs to analyze survey 
data alongside systematically collected and coded data that give details (p. 905) of the at
tributes of the countries included in the data set. In short, measurement of the (particu
larly national) context within which the survey data have been collected should be an in
tegral part of any exercise in comparative opinion research. Note indeed that such data 
could also include information on the key attributes of the methodology deployed in each 
country, thereby making it possible to include in analyses the possible impact of between‐
country methodological differences.

In practice, however, only two of the projects referred to so far include in their activities 
the provision to the wider community of relevant data about the context within which the 
data have been collected. The Comparative Study of Electoral Systems Project not only 
provides extensive information on the electoral system and constitutional structure of 
each country that is surveyed, but also information on the political parties, the issues at 
each election, and the election outcome, including some data at the level of the electoral 
district rather than just the country as a whole. Meanwhile the European Social Survey 
provides some social and economic indicators for each participating country, including 
some population data at regional level, as well as information on key events that took 
place in each country during the course of fieldwork. At the same time, the ESS has com
piled an impressive set of web links to sources of data and information about individual 
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countries, including data provided by key international organizations such as UNESCO 
and the OECD (European Social Survey 2003).3

6 Analyzing Comparative Survey Data
The challenges of comparative survey research are not, however, confined to the conduct 
of fieldwork or the collection of contextual data. There are also important questions about 
how best to analyze such data. Note first of all that the data may be regarded as either a 
sample of individuals or a sample of countries. In the former case, however, a pooled indi
vidual level data set from a comparative survey research project cannot be regarded as a 
simple random sample of individuals. The respondents to the surveys are not independent 
of each other, but rather are clustered by nation. This has to be allowed for either by us
ing a multi‐level model (Snijders and Bosker 1999) or by using statistical routines that 
take into account the clustered nature of the samples (Seligson 2004). Meanwhile, in the 
case of the latter approach at least some consideration has to be given as to the weight 
that each country's sample should have in the analysis. If some countries have included 
more respondents in their surveys than others, respondents from those countries will 
have more impact on any estimates derived from the survey (p. 906) data unless this im
balance is altered. One possibility is that the sample sizes should be weighted to be pro
portionate to population; this might be done if there is a wish to make statements about 
some coherent geographical entity such as the European Union. Another possibility is to 
regard each national sample as a separate reading of the phenomena under investigation 
and to equalize the sample sizes for each country

In addition, comparative survey data can be regarded as a sample of countries. At its sim
plest this means deriving frequencies and means from the individual‐level data for each 
country. The relationships between these readings across countries may then be ana
lyzed, or analyzed in tandem with data about those countries from other sources. This, for 
example, is the approach that has been adopted by Inglehart in some of his most striking 
analyses of data from the World Values surveys, such as examining the relationship be
tween the importance of postmaterialist values and affluence (Inglehart and Abramson 
1995), civic norms, and the longevity of democratic institutions (Inglehart 1997), and be
tween the degree of emphasis placed on self‐expression and the openness and account
ability of a country's political institutions (Inglehart and Welzel 2004). Such analyses may 
well uncover relationships that do not appear at the individual level—or indeed fail to cor
roborate relationships that do appear at the individual level. Such instances can tell us a 
great deal about the nature of the processes that underlie such relationships, and thus 
both forms of analysis need to be conducted if the full power of comparative opinion re
search is to be utilized.

Indeed, not only should individual‐level and aggregate‐level analysis be conducted, but 
they should also be brought together. Earlier in this chapter we noted that one of the pos
sible roles of comparative opinion research is to identify the degree to which relation
ships, such as that between interest in politics and turnout, are contingent upon circum
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stance, such as the kind of electoral system in place. This implies bringing together ag
gregate data about a country (which may either be derived from the survey itself or from 
another source) and individual‐level data about the strength of the relationship between 
two or more variables. This may be done in more than one way (Franzese 2005). One is to 
undertake a pooled individual‐level analysis in which interaction terms between aggre
gate‐level national circumstance and one or more independent individual‐level variables 
are included in the modeling. Another is to estimate the individual‐level relationship in 
each country, and then analyze the resulting data alongside other relevant country‐level 
data at the aggregate (country) level (Curtice forthcoming; Lewis and Linzer 2005; Jusko 
and Shiveley 2005).

7 Conclusion
Comparative opinion research is potentially a highly powerful instrument. Indeed it is dif
ficult to see how the aspiration of political science to be able to make empirically sus
tained generalizations about what influences and structures political behavior can 

(p. 907) be achieved without it. Thus the substantial increase in the amount of such re
search that has occurred over the last decade or so represents a significant organization
al advance in the study of political behavior.

Yet at the same time it is also methodologically at least a potentially fragile endeavor. 
Most comparative survey research is a voluntary collaboration between national teams, 
each of which operates in different circumstances and cultures. As a result there is a ten
dency for survey research to be undertaken differently in different countries—and even if 
the same survey instrument is administered in the same manner everywhere there is no 
guarantee that it has the same meaning for respondents everywhere. Such methodologi
cal diversity means that our attempts to study what makes countries different run the risk 
of being confounded by differences between countries in how surveys are conducted. It 
certainly means that much comparative opinion research tolerates a degree of method
ological inconsistency that would not usually be tolerated on a national survey.

There are two possible responses to this problem. One is to attempt to secure greater 
consistency of methodological approach—and at a high standard. This is the route that 
has been taken by the European Social Survey, which is undoubtedly methodologically 
the most impressive exercise in comparative opinion research that has been undertaken 
to date. Yet it remains to be seen whether such an exercise can be conducted outside the 
unique circumstances created in Europe by the existence of a relatively powerful cross‐
national institution such as the European Union. And if we are to reap fully the benefits of 
comparative opinion research we need to maximize the variety of countries (and thus of 
circumstance) that are covered. This suggests that, despite their methodological diversi
ty, there will continue to be an important role for the substantively more diverse global 
endeavors too.
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Notes:

(1) This chapter focuses on the methods and logic of comparative survey research. The 
chapter by Kittilson describes the wealth of comparative surveys that are available to re
searchers.
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(2) The influence that the existence of the European Union has had on comparative sur
vey research is underlined by the fact that the Union has commissioned, funded, and un
dertaken the longest‐running and most intense program of cross‐national research any
where in the world (European Commission n.d.). While its Eurobarometer surveys (includ
ing associated surveys in candidate members of the Union) are primarily concerned with 
the policy need of the Union to chart public support for its activities and institutions, the 
series has proved to be an invaluable resource in academic research (e.g. Inglehart 1990; 
Kaase and Newton 1995). The surveys have been conducted twice a year since 1973. The 
initial survey covered the nine countries that were members of the EU at that time; it now 
covers the current twenty‐five members.

The introduction of direct elections to the Union's European Parliament in 1979 has also 
stimulated cross‐national survey research on voting behavior and attitudes at those elec
tions, some of which research used the Eurobarometer as its survey platform, under the 
auspices of the European Election Study (European Elections Study n.d.; van der Eijk and 
Franklin 1996).

(3) The European Election Study has on one or more occasions undertaken content analy
sis of both media output at the time of European Parliament elections and of party mani
festos, thereby making it possible to link survey results to the different national media 
contexts to which voters were exposed. The 1994 study also undertook surveys of candi
dates, thereby facilitating a study of political representation in the EU.

John Curtice
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Abstract and Keywords

This article discusses the different methods of elite research. Elite research studies the 
characteristics of politicians and other holders of leadership positions in powerful public 
institutions and private organizations. These individuals are distinguished by their regu
lar participation in (political) decision making. The fields of elite research are discussed, 
which are composed of four main areas. The methods of elite identification and the meth
ods of data collection are also studied.
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POWER and elites are universal social phenomena. The distinction between elites and 
non‐elites is therefore an important aspect of social analysis. In the social sciences, elites 
are customarily defined by their influence on strategic (political) decisions that shape the 
living conditions in a society.

Elite research studies the characteristics of politicians and other holders of leadership po
sitions in powerful public institutions and private organizations who are distinguished by 
their regular participation in (political) decision making. This definition comes closest to 
the phenomenon of power and influence the fathers of elite theory, Vilfredo Pareto and 
Gaetano Mosca, had in mind (cf. Bottomore 1993).1

This elite concept is narrow and broad at the same time. It excludes a large group of indi
viduals whom many people would spontaneously consider as belonging to the elite, for ex
ample, prominent athletes, artists, scholars, intellectuals, or the owners of large fortunes. 
Such individuals are distinguished by their exclusive lifestyles or they may be admired for 
their achievements. However, most of them do not have much influence on important (po
litical) decision making. On the other hand, elites can be found in any social system, for 
example, in parliaments, political parties, corporations, and labor unions. Similarly, the 
regional focus may range from a local elite to a national or even transnational elite. Most 
frequently, however, the elite concept is used for national elites. Even though elite re



Methods of Elite Research

Page 2 of 22

search frequently focuses on political elites, it needs to be emphasized that the elite con
cept is not limited to (p. 911) politicians, on the contrary. Its analytical value rests on the 
assumption that political decision making involves other elites as well.

Since the number of studies of specialized elites is rather large, the present overview will 
be mostly limited to research on national elites. The methodological and practical prob
lems in choosing an appropriate research design and in conducting an elite study, howev
er, are the same for studying elites in other contexts as well.

The classical elite theories conceptualized power as dichotomous and therefore assumed 
the existence of a clear distinction between elites and non‐elites (or masses). While this 
crude distinction may be considered as an acceptable simplification of social reality for 
pre‐modern societies in which power was concentrated in the hands of a small hereditary 
nobility, modern societies are not only characterized by a more or less continuos distribu
tion of power, but also by the lack of a single center of power and by a high degree of hor
izontal differentiation.

Power and influence may be based on a variety of resources located in different sectors of 
society, for example, political authority, judicial discretion, economic power, academic or 
administrative expertise, or influence on public opinion. Moreover, while the assumption 
of a clearly defined hierarchy of power may be considered as an appropriate approxima
tion of intra‐organizational power relations, interorganizational interactions involve multi
lateral bargaining on a more or less equal footing. This implies a pluralist elite structure 
and the lack of clearly demarcated vertical boundaries between elites and non‐elites, as 
influence levels off the further we move from the top to the bottom and from more central 
to more peripheral actors.

1 Fields of Elite Research
Elite research may be broadly classified into four substantive areas. Social background 
studies collect data on family background (socioeconomic status of parents), regional 
background, religious affiliation, and education. This allows us to compare the social 
backgrounds of elites to those of the general population. It also allows us to determine 
important prerequisites of elite careers. Such data are of considerable theoretical signifi
cance, since they show to what degree the advancement to positions of power and influ
ence is determined by the economic, social, and cultural capital of one's family. The per
meability of social barriers to advancement into elite positions is apt to have considerable 
variation across elite sectors and societies.

Elite recruitment follows the prevailing mobility patterns in a society. In modern soci
eties, a high level of formal qualification is a crucial precondition for achieving positions 
of higher status. Because of the relationship between social background and educational 
opportunities, elite studies usually confirm what Putnam has called the law of increasing 
disproportion (Putnam 1976, 33–6). In any organization, there is a (p. 912) close corre
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spondence between the hierarchical status of a position and the representation of mem
bers of high‐status social groups.

Second, elite research analyzes elite careers: the more or less structured patterns of pro
fessional advancement that eventually lead into elite positions. Career patterns vary be
tween sectors and organizations, depending on the qualifications that are considered im
portant by selectorates at crucial career stages. For comparing the elites of different sec
tors and organizations, the degree of professional specialization is a crucial variable that 
can show if more emphasis is placed on specialized knowledge or rather on generalist 
qualifications acquired in different organizational contexts.

Third, elite research makes it possible to study the activities, values, and attitudes and re
veal patterns of conflict and consensus among different elite goups. Fourth, questions 
asking for elite interactions provide crucial information on the access of various elite 
groups as well as of non‐elites to central political decision makers, as well as on the over
all degree of elite integration.

The purpose of most elite surveys is the systematic collection of information on the social 
characteristics, role perceptions, value orientations, and attitudes of the elite respon
dents, although elites may also be interviewed in their capacity as participants in collec
tive decision making, for example, for reconstructing particular policy decisions or for 
oral history projects (e.g. Raab 1987). Counting the latter studies as elite research would 
stretch the scope of the present chapter too far, however, because it would imply that any 
research involving interviews with political actors would qualify as elite research.

2 Operationalizing the Elite Concept: Methods 
of Elite Identification
The imprecision of the elite concept implies that widely differing strategies are used for 
identifying elites. The crucial question of how to identify the elite has to be answered at 
the outset of any empirical elite study. This is not a problem for studies of specialized 
elites who are defined by their membership in a clearly defined body, for example, a par
liament or the executive board of an organization. If an entire elite formation is to be 
studied, however, both the vertical and horizontal boundaries of the elite have to be speci
fied at the outset.

Three basic methods of elite identification are available, the reputational method, the de
cisional method, and the positional method (Parry 2005; Putnam 1976, 15 ff.). These 
methods were originally developed for studying community elites. The reputational 
method relies on experts who are asked to name the most powerful individuals in the 
community or other political system. A classic example of this method is Hunter's study 

Community Power Structure (1953). Hunter started out by (p. 913) drawing comprehen
sive lists of leaders who were selected on the basis of their formal positions or were nomi
nated by representatives of local organizations. At the next stage, experts were asked to 
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select the most influential leaders from these lists. It is obvious that the validity of this 
method depends primarily on the choice of the experts and their knowledge of the actual 
influence of different elite actors. At the local level, especially in small and medium‐sized 
communities, this is an inexpensive method of identifying community influentials.

The reputational method is of limited value, however, in complex settings with a multiplic
ity of decision‐making arenas. Knowledge of who the consequential actors are is here nec
essarily limited to the participants in the different decision‐making arenas. A large num
ber of experts for different policy domains would be needed to produce a comprehensive 
list of influentials. In a society with a pluralist power structure, such an approach would 
therefore imply that the identification of relevant actors becomes an elite study in its own 
right. In his later study Top Leadership U.S.A. (1959), Hunter applied the reputational 
method to the national level. This attempt drew a lot of criticism, however, because of the 
arbitrary ways of choosing experts and influentials.

Starting out with an analysis of documents and interviews, the decisional method 

identifes elites by studying the decision‐making process for important policy issues. It 
considers the most consequential actors as belonging to the elite. This method was origi
nally developed for studying local elites. Dahl's study Who Governs? on the local power 
structure of New Haven (1961) is a classic example. The validity of this method depends 
primarily on the choice of the policy issues used for determining the influential actors. If 
the sample of issues does not cover all important policy domains, this method provides an 
incomplete picture of the overall elite structure and will miss important actors with spe
cialized influence. Moreover, critics have emphasized that the method tends to ignore in
fluentials who are not actively involved in policy making, but whose preferences are tak
en into account by the decision makers.

Like the reputational method, the decisional method is primarily useful for identifying lo
cal elites. It is obvious that the structural complexity of national policy making cannot be 
adequately captured by studying who is involved in the decision making on a limited set 
of issues. It has been successfully applied, however, for studying elites in well‐defined pol
icy domains by Laumann and his associates (Laumann and Knoke 1987; Knoke et al. 
1996).

The positional method of elite identifcation, finally, is customarily used for studying na
tional elites, but it can be equally well applied to smaller settings. It is based on the as
sumption that in modern societies power and influence are tied to the resources associat
ed with positions of leadership in public institutions and private organizations of national 
relevance.

The positional method starts out from the formal structure of authority. It implies several 
steps. In a first step, relevant sectors are defined. Politics, public administration, busi
ness, pressure groups, media, and academia belong to the sectors that are mostly consid
ered as being of primary importance. The next step involves the decision on the most im
portant institutions/organizations within these sectors. They are (p. 914) determined ac
cording to sector‐specific criteria (e.g. political decision‐making authority, organizational 
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membership, capital turnover). The third step involves the identification of top leadership 
positions within each of these organizations, and the present incumbents of these posi
tions are eventually selected as constituting the elite.

The application of the positional approach is highly formalized and does not require much 
previous research. Its reliability is rather high, too, as there is a high degree of conver
gence among scholars on which institutions and organizations are the most powerful. Vir
tually all major comprehensive studies of national elites have therefore used this method 
for identifying elites (Australia: Higley, Deacon, and Smart 1979; Germany: Zapf 1965, 
Hoffmann‐Lange 1992 and Bürklin et al. 1997; USA: Barton 1985 and Dye 2002; Den
mark: Christiansen, Møller, and Togeby 2001; Russia: Lane and Ross 1999).

This method has one serious drawback, however. It does not provide any guidelines for 
specifying the boundaries of an elite. The researcher is free to decide on the horizontal 
(inclusion of sectors and organizations) and the vertical (hierarchical levels within organi
zations) boundaries. For determining the size of an elite sample, the availability of fund
ing is mostly more important than theoretical considerations.

Regardless of the choice of sample size, the positional method yields a sample of individu
als who control important power resources. It allows us to compare the characteristics of 
different elite subgroups within the overall elite sample. Since it does not provide infor
mation on the relative importance of organizations and positions, however, the method 
does not warrant the aggregation of results across different elite sectors. Inferences 
about “the elite” have to be made with caution, since the marginals for individual vari
ables depend on the composition of the elite sample, especially with respect to character
istics for which substantial differences exist between elite subgroups.

The scholarly dispute over the validity of the different methods of elite identification is 
closely intertwined with conceptual differences. Scholars claiming that modern societies 
are characterized by a pluralist power structure tend to use either the decisional or the 
positional method, while scholars who believe in the existence of a highly integrated pow
er elite tend to rely on the reputational method.

Using data from a community power study in a medium‐sized West German city, Pappi 
(1984) demonstrated that these methodological and substantive differences have an em
pirical basis. He found that perceptions of political influence tend to be highly skewed in 
favor of a small number of key decision makers, while both the positional and the deci
sional method yield a more inclusive, pluralist elite structure that reflects the diversity of 
power resources.

Ultimately, each of these methods focuses on different aspects of the structure of power 
and influence with respect to two dimensions:

• control of power resources attached to leadership positions and

• active involvement in (political) decision making.
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(p. 915) A combination of these two dimensions yields four different possible strategies for iden
tifying elites (Table 49.1). It is obvious that limiting the analysis to individuals with formal politi
cal decision‐making authority yields the most restrictive definition of positional elites. Elite stud
ies using the positional method usually extend the elite concept with respect to the second di
mension and include elites drawn from a broad spectrum of powerful public institutions and pri
vate organizations with potential influence on strategic policy decisions. The decisional method, 
on the other hand, disregards potential influence and limits the analysis to individuals who are 
actively involved in political decision making, regardless of the resources on which their influ
ence is being based.
The reputational method, finally, is the most inclusive in terms of the power resources 
and the degree of active involvement considered. At the same time this method is also 
more exclusive than the other methods and usually yields a much smaller number of pow
erful individuals. This is due to both methodological and substantive reasons. Method
ologically, the size of lists with names of influentials has to be kept manageable and is 
therefore limited. No single expert will be able to pick influentials from a list of more than 
about 200 individuals. Theoretically, assuming the existence of one overarching elite 
whose members are involved in most or all major (political) decisions implies a focus on 
individuals at the very top of society and disregards individuals with only specialized in
fluence.

Faced with these choices, some scholars have combined different methods. Several stud
ies have started with a positional approach and then complemented the initial list of posi
tion‐holders by asking respondents for other elites who were either actively involved in 
political decision making or were considered as influential by the positionally defined 
elites (e.g. Laumann and Pappi 1976; Pappi 1984). Such a hybrid approach is even possi
ble within the context of large‐scale national elite surveys. In a comparative study of US, 
Australian, and (West) German national elite networks, respondents identified by the posi
tional method were asked to name other actors (p. 916) with whom they regularly interact
ed (Higley et al. 1991). While most of the actors mentioned by the respondents were 
themselves holders of top elite positions, this method also yielded the names of additional 
elites who had not been included in the initial elite sample.
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Table 49.1 Positional, reputational, and decisional methods of elite 
identification

Involvement in political decision‐making

Resources of 
power and in
fluence

Active involve
ment in political 
decision making

Active involvement 
plus (indirect) politi
cal influence

Positional power 
resources: For
mal decision‐
making authori
ty within organi
zations

Positional Method: 
Political decision 
makers only

Positional method: Politi
cal decision makers plus 
incumbents of top leader
ship positions in influen
tial organizations

Positional power 
resources plus 
influence based 
on personal 
prestige

Decisional method: 
Influential political 
actors, regardless 
of their formal deci
sion‐making author
ity

Reputational method: all 
influentials whose prefer
ences are taken into ac
count in political deci
sion making

3 Methods of Data Collection

3.1 Studying Elite Circulation and Changes in Elite Backgrounds with 
Published Data Sources

Collecting data from published sources is relatively inexpensive. Such handbook data are 
usually the only source for studying historical elites as well as elites in non‐democratic 
settings.2 However, scholars relying exclusively on published materials are limited to 
studying elites who are included in elite rosters such as handbooks of political institu
tions, major economic organizations, academic institutions, or the Who's Who. This is usu
ally the case for government ministers, members of parliaments, board members of large 
corporations, business associations or labor unions, university professors, etc. Among 
these, MPs are the elite group for which the most reliable handbook information is avail
able, dating all the way back to the mid‐nineteenth century.

Handbooks usually provide basic information on the socio‐demographic characteristics of 
elites such as year and place of birth, family background, education, religion, family sta
tus, and careers. However, since these publications list only the information provided by 
the elites themselves, they are necessarily incomplete with respect to career patterns or 
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Fig. 49.1  The EURELITE Data Cube

membership in private organizations which the elites do not wish to disclose to the pub
lic.

The first systematic elite study of historical elites was done by a student of Pareto, Marie 
Kolabinska (1912), who attempted to corroborate Pareto's theory of elite circulation and 
his famous dictum that history is a cemetery of elites. Since then, only a few other longi
tudinal studies have systematically collected information on the historical development of 
national elites. Among these, the studies of Christiansen, Møller, and Togeby (2001) on 
Danish elites and by Zapf (1965) on German elites are noteworthy. Both projects studied 
elites in a variety of sectors, among them politics, public administration, judiciary, mili
tary leaders, business associations, major industrial and financial companies, labor 
unions, churches, media, and universities. They provided comprehensive portrays of con
tinuity and change in the elites of these two (p. 917) countries. The Danish study included 
a large number of elites at three points in time (1932: n=605; 1963: n=753; 1999: 
n=1,771). The German study was smaller, including data on some 250 elite positions and 
it also covered a shorter period (1919 to 1961). It is unique, however, because it com
bined an analysis of elite circulation in these elite positions over the entire period with a 
comparison of the social characteristics of the holders of these positions at three different 
points in time (1925, 1940, and 1955).

Thomas Dye's study of American elites which the author has continuously updated since 
its first edition in 1976 is another comprehensive study on elite backgrounds, including 
data on some 7,000 elites from all major sectors of US society.

While these studies were limited to single countries, the comparative EurElite project has 
collected data on parliamentarians in a large number of European countries. Although 
originally based on individual data, these data have been aggregated for the purpose of 
analysis into a three‐dimensional data set, the so‐called data cube (see Figure 49.1). This 
contains background variables (age, gender, education, political and professional back
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ground, previous parliamentary experience), organized by party family per country and 
election year. Even though the data set includes only a small number of variables, it 
shows that such a data collection may yield major insights into long‐term changes in the 
composition of European parliamentary groups. The first volume, written by a multina
tional team of scholars and based on data from eleven European countries for the period 
since the mid‐nineteenth century (Best and Cotta 2000) traces the precipitous decline in 
the parliamentary representation of the traditional nobility and agricultural interests as 
well as the increasing (p. 918)  professionalization of parliamentary groups over the last 
150 years. Additional volumes are in the making, and more countries have joined the 
project in recent years, bringing the total number of countries up to seventeen (Best and 
Edinger 2005, 504).

3.2 Elite Research Based on Surveys

3.2.1 National and Comparative Elite Surveys
National parliamentarians are certainly the elite group that has been most widely sur
veyed. Such surveys provide more detailed information on political recruitment than stud
ies based on published sources alone. They have also considerably enlarged our knowl
edge about the degrees of consensus and dissensus over policy issues across political par
ties and countries (e.g. Norris 1997).

Moreover, some studies of parliamentarians also included parallel surveys of the elec
torate, thus making it possible to study political representation by comparing the political 
attitudes of parliamentarians and voters. Based on the seminal article by Miller and 
Stokes on “Constituency influence in Congress” (1963), representation studies following 
their theoretical and empirical approach were conducted in several European democra
cies, among them France, Germany, the Netherlands, and Sweden (cf. Miller et al. 1999). 
These and other representation studies have greatly contributed to enhance our under
standing of the theoretical puzzles associated with the comparison of elite and mass atti
tudes (cf. Klingemann, Stöss, and Weßels 1991).

Candidates and deputies for the European Parliament and the national parliaments were 
the focus of a large comparative survey in ten EU member countries in 1994. This study 
also gathered comparable attitudinal data on voters and thus allowed study of elite‐voter 
congruence both at the European and the national level as well as within individual par
ties and party families (Schmitt and Thomassen 1999; Katz and Weßels 1999).

Limiting the study of political representation to comparisons of parliamentarians and vot
ers, however, ignores the influence of other elites on political decision making. While po
litical elites are certainly of central importance, network analysis has revealed that other 
public and private sector elites enjoy direct access to political decision making. Middle‐
level elites and voters play a much lesser role. This is all the more important since the 
available elite surveys provide ample evidence that the political party affiliations of elites 
are skewed in favor of conservative parties. By not taking into account the preferences of 
other elite groups in representation studies, such studies may therefore overestimate the 
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actual influence of ordinary voters and produce an unrealistic portrayal of the process of 
representation. Only a few studies have studied representation by extending the focus to 
a broader range of elite groups (Hoffmann‐Lange 1992; Bürklin et al. 1997; Verba et al. 
1987).

Comprehensive national elite surveys have been relatively rare. Table 49.2 shows the ma
jor surveys of national elites that have included elites from at least five sectors (politics, 
public administration, business, labor unions, media) and interviews with (p. 919) (p. 920)

more than 250 respondents. It is obvious from the table that the number of national elite 
surveys, while still relatively small, has increased in recent years. Moreover, while the 
first studies were mostly limited to small sample sizes, some of the more recent studies 
have included larger numbers of elite respondents. For the purpose of comparing sub
groups within the elite samples, studies with larger sample sizes are of course much bet
ter suited.
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Table 49.2 Major national elite surveys

Country Year Number of 
Respondents

Reference

Australia 1975 370 Higley, Deacon, and 
Smart 1979

Brazil 1972–3 259 McDonough 1981

Estoniaa 1994–
2003

271–313 Steen 1997; Steen 2005

European 
Unionb

1996 3,778 Spence 1996

Finland 1991 746 Ruostetsaari 1992

Finland 2001 687 Ruostetsaari 2006

(West) 
Germany

1968 808 Hoffmann‐Lange 1992

(West) 
Germany

1972 1,825 Hoffmann‐Lange, Neu
mann, and Steinkemper 
1985

(West) 
Germany

1981 1,744 Hoffmann‐Lange 1992

Germany 1995 2,341 Bürklin et al. 1997; 
Welzel 2000

Latviaa 1993–
2003

280–300 Steen 1997

Lithuaniaa 1993 307–333 Steen 1997

Norway 2000 1,710 Gulbrandsen and Engel
stad 2005

Russiac 1998–
2000

605–980 Steen 2003; Gel'man/
Steen 2003
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South 
Africad

2002 566 Kotzé/Steyn 2003

Sweden 2001 1,779 Göransson (forthcom
ing)

United 
States

1972 545 Barton 1985

United 
States

1979–
85

1,861 Lerner, Nagai, and Roth
man 1996

United 
States

1979 Verba and Orren 1985

(a) The Baltic elite studies included three (Lithuania) and four (Esto
nia and Latvia) consecutive waves of face‐to‐face interviews during 
the period between 1993 and 2003. The number of respondents var
ied within the range reported in the table.

(b) The EU study of 1996 was conducted in the 15 member states and 
included from 71 (Luxembourg) to 475 (Germany) respondents. This 
telephone survey was largely limited to gathering information on the 
respondents' attitudes towards European integration and world poli
tics. Apart from these questions, only a few demographic and attitudi
nal indicators (sex, age, age at completing education, left–right orien
tation) were included in the questionnaire.

(c) The Russian elite study consisted of two waves of face‐to‐face in
terviews, 980 in 1998 and 605 in 2000.

(d) This survey was part of a larger comparative elite study in several 
African countries (South Africa, Nigeria, Senegal, Kenya, Algeria, 
Uganda, Zimbabwe). However, the elite samples in the other African 
countries were rather small and included only 97 to 140 respondents.

With the exception of the surveys in the three Baltic countries, these studies were limited 
to single countries, however. Even though they have mostly relied on the positional 
method for identifying elites, the investigators employed different criteria for the numeri
cal representation of elite sectors and for selecting organizations within the sectors. 
Some have included small sectors, that is, leaders of protest groups and NGOs, church 
leaders, military leaders, etc., while others were limited to the above‐mentioned major 
sectors. The comparability of results is also hampered by the fact that the questionnaires 
included only a few equivalent questions. It is therefore difficult to compare the social 
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characteristics and attitudes of the different national elites even for basic indicators such 
as social‐class background and education, let alone role perceptions, value orientations, 
and political attitudes.

To date, only three truly comparative elite surveys have been conducted. The TEEPS sur
vey by Lerner and Gorden (1969) encompassed five successive waves of elite interviews 
in Britain, France, and Germany from 1955 to 1965, with a total of 4,000 interviews. The 
authors were primarily interested in studying elite perceptions on the role of Europe in 
the world, foreign policy attitudes, and support for European integration. Unfortunately, 
the book does not provide much information on the composition of the elite samples, ex
cept for listing the number of interviews by year and country and mentioning that the 
elites were determined by the reputational method. The book focuses on cross‐country 
differences, not on differences between elite groups within countries.

The second comparative elite survey was conducted in the early 1970s. It was limited to 
elites from just two sectors, politics and public administration (Aberbach, Putnam, and 
Rockman 1981). Six western European nations (Britain, France, West Germany, Italy, the 
Netherlands, and Sweden) and the US were included in the study which was conducted 
by a team of scholars at the University of Michigan. Elites were defined by the positional 
method. The sample of respondents included parliamentarians, senior bureaucrats, and 
younger administrators, so‐called bureaucratic high‐fliers. The book discusses the differ
ences in the social backgrounds, role perceptions, value orientations, and policy attitudes 
between the two elite groups.

A third comprehensive elite survey sponsored by the European Commission and carried 
out in 1996 included elite respondents from a variety of sectors in the fifteen EU member 
countries. This study was based on telephone interviews with altogether 3,778 respon
dents (Spence 1996). Unfortunately, the questionnaire was mostly limited to asking for 
the respondents' attitudes towards European integration and world politics, while only a 
few demographic and attitudinal indicators were (p. 921) included (sex, age, age at com
pleting education, left–right‐orientation). The data are therefore of limited use for acade
mic purposes.

3.2.2 Methodological Problems
The small number of comparative elite studies and the limited sample sizes of most na
tional elite surveys attest to the difficulties involved in doing such surveys. They entail a 
lot more work and are more expensive than general population surveys. Identifying an 
elite sample by using the positional method requires prior collection of information on the 
organizational structure of the national political system before a list of elite positions can 
be drawn up and the current incumbents of these positions can be identified. Moreover, 
contacting the elites, making appointments, and actually conducting the interviews is 
more difficult. The elites' tight schedules leave little time for interview appointments, and 
even after appointments have been set up, times are frequently changed due to unfore
seen events.
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Once one overcomes these difficulties, however, response rates are about the same for 
elite surveys as for general population surveys. They have been relatively low in Germany 
and Finland with 55 to 60 percent, while the Norwegian elite survey reached a very high 
response rate of 87.3 percent (cf. Gulbrandsen and Engelstad 2005, 903).3 Moreover, re
sponse rates are apt to vary considerably across sectors. They are mostly relatively high 
in the political sector, in the public administration, and in the media, but considerably 
lower among business elites (cf. Hoffmann‐Lange 1987, 36; Ruostetsaari 2006).

Elite respondents are generally cooperative and do not mind answering even highly struc
tured questionnaires. Missing values are mostly lower and the data quality higher than 
for general population surveys (cf. Lerner and Gorden 1969, 411 ff.).

Most of the national elite surveys conducted so far have used personal interviews. Mail 
questionnaires are relatively rare for this type of study. The two Finnish elite surveys as 
well as a survey of EP candidates show, however, that mail surveys of elites can be suc
cessfully conducted and may even produce satisfactory response rates. One has to keep 
in mind, though, that with mail surveys one cannot be absolutely sure if the elite respon
dents have answered the questionnaire themselves or rather asked one of their staff 
members to do this. While this is probably not a problem as far as hard facts are con
cerned (e.g. social backgrounds, career patterns), it cannot be ruled out that this method 
may produce biased results for attitudinal questions.

With the increasing popularity of telephone interviewing in public opinion research, this 
approach has to be considered as an additional option for elite surveys. A telephone sur
vey of German parliamentarians conducted in 2003/4 produced a (p. 922) satisfactory re
sponse rate of 56 percent (Best and Jahr 2006). However, telephone interviews require a 
simple question format and set limits for the available interview time. They may thus not 
be suitable for long and complex interview schedules.

A major problem of elite surveys is the question of protecting the anonymity of respon
dents. Elites are public figures and it is therefore always possible to identify individual re
spondents on the basis of just a few variables such as year of birth, family status, sex, 
type of university degree, organizational sector, and party membership. This is especially 
true for elite respondens with a rare combination of personal characteristics, for exam
ple, female holders of senior positions in the business elite. Even if only broad sector 
codes are recorded on the data set, later identification of individual respondents cannot 
be ruled out. Including detailed information about the organization and position of elite 
respondents in the data set aggravates this problem even further. At the same time, how
ever, it also increases the options for data analysis. Recording information on the exact 
positions of respondents is ideal since it makes it possible to simultaneously categorize 
respondents according to different criteria, for example, by (sub)sector, type of position, 
religion, generation, or party affiliation.

It seems therefore impossible, both out of practical and theoretical reasons, to promise 
respondents that the data will preclude later identification of individual respondents. In
stead, it is advisable to inform the respondents about this dilemma and to promise that 
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the published tables will always be grouped in a way that will not allow such individual 
identification.

3.3 Studies of Elite Networks

From a theoretical point of view, a central question for elite research is how closely the 
individual elite members are connected to each other. Since the publication of C. Wright 
Mills's book on the Power Elite (1956), the controversy about the elite structure of devel
oped democracies has never subsided. Following Mills, quite a few scholars from differ
ent countries have assumed that even modern democracies are dominated by a small 
power elite or ruling class (e.g. Bottomore 1993; Domhoff 1998). On the other side, theo
rists of elite pluralism claim that power is dispersed among a broad set of different elite 
sectors representing the diversity of interests in these societies (e.g. Dahl 1961; Parry 
2005; Keller 1991).

Elite research has tried to come to grips with this fundamental question. However, most 
of the national elite studies carried out so far have primarily collected information on the 
individual characteristics of elites and not on relations among them. They have therefore 
mostly relied on indirect indicators of elite cohesion, by referring to similar backgrounds, 
positional interlocks, or attitudinal similarities. Based on such results, they have either 
claimed that the existing similarities supported the existence of a power elite/ruling class, 
or instead claimed to the contrary, emphasizing the existing differences between elite 
sectors as indicators of a pluralist elite structure.

(p. 923)

It is obvious that background and attitudinal data are inconclusive in this respect. In
stead, network data are needed to settle this controversy. Information on elite networks 
can be collected in elite surveys by asking respondents for their contacts with other 
elites. Because of the smaller scope of local elites, such questions are easier to ask in lo
cal elite studies. Numerous community power studies in different countries provide a 
wealth of data on local elite networks. They have shown an enormous variation of elite 
structures across communities even in the same country.

One major problem in studying national elite networks is their size. They are simply too 
large to be covered by a single study. In order to come to grips with the problem of net
work size, it is necessary to limit the focus of research. Two different strategies are avail
able for achieving such a reduction of complexity. The first strategy relies on limiting the 
study to ego‐centered networks, an approach that has also been successfully employed in 
public opinion surveys. Questions on ego‐centered elite networks were included in three 
national elite surveys carried out in the 1970s and early 1980s in the US, Australia, and 
West Germany (Higley et al. 1991). The elite respondents4 were first asked to name the 
one national issue on which they had most actively attempted to influence national policy 
or public opinion during the preceding twelve months. This question was followed by so
ciometric questions asking for the names of those persons with whom they regularly in
teracted over this issue. Even though the network information generated by these ques
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tions is necessarily incomplete because it is based on interactions over only one issue per 
respondent, the sociometric analysis revealed the existence of inclusive elite networks of 
roughly 800 individuals in the three countries.

Within each of these elite networks, it was possible to identify a number of social circles 
whose members were related to each other either directly or through only a few interme
diaries. One of these circles was a relatively large central circle made up of 227 persons 
in the US, 340 in West Germany, and 418 in Australia. These central circles were inclu
sive in terms of their sector composition, although elites from the various sectors were 
not equally well represented in the central circles. In all three countries, about half of the 
central circle members were politicians and civil service elites. Business elites accounted 
for another 25–30 percent, while other elite groups were less well represented. The den
sity of the central elite circles, albeit considerably higher than the density of the overall 
elite network, was still less than 5 percent.

Despite the fact that the questions were limited to ego‐centered sociometric data, the ex
istence of one overarching elite network in each of the three countries is of particular 
theoretical relevance. It implies that both competing models of elite structures, that is, 
the power elite model and the pluralist model, misrepresent the actual structure of power 
and influence in developed democracies. The elite structures found were more integrated 
than the pluralist model assumes, but also (p. 924) larger and more heterogeneous than 
the power elite model warrants. Rather than having the hollow core Heinz et al. (1993)
found for the network of lobbyists in the US, the center of the elite network was made up 
of a group of mostly senior leaders from various sectors who were simultaneously active 
in several policy fields and contributed to the integration of an otherwise highly pluralis
tic elite.

Laumann and Knoke (1987) took a different approach to studying national elite networks. 
Rather than limiting their focus to ego‐centered sociometric data, they limited the num
ber of relevant actors by studying the relations between collective actors (e.g. parliamen
tary committees, private corporations, business associations, law firms) in only two policy 
domains (energy and health). They also used a different network model. The model of 
structural equivalence groups actors on the basis of their ties to other actors in the net
work (block‐model analysis). Governmental actors occupied the center of the elite net
work. They were the main targets of communications initiated by other governmental 
(congressional committees, White House, etc.) and private (corporations, business associ
ations, law firms etc.) actors (1987, 377). Laumann and Knoke coined the term organiza
tional state for designating this type of elite network that does not have any clear bound
aries between elites from public institutions and private organizations.

In a later comparative study of labor policies in three post‐industrial democracies, the US, 
Japan, and West Germany, Knoke et al. (1996) used the same approach. This second study 
confirmed the basic structural characteristics of the previous study, but also showed that 
the elite networks in these three nations differed in important respects. The elite network 
in Japan turned out to be much more tightly integrated than the network in the other two 
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countries. The German network structure was more pluralistic and showed a relatively 
large number of important veto players, while the American network was highly polarized 
between Republicans and Democrats at the time of the surveys in the mid‐1980s.

Despite the difference between the two approaches for data collection and data analysis, 
these studies of elite networks have confirmed the existence of integrated, yet pluralistic 
elite structures in highly developed democracies.

4 Conclusion
Empirical elite research has been thriving in recent years. The available body of data has 
accordingly grown as well. Parliamentarians are the elite group about which we know the 
most, ranging from recruitment and role perceptions to value orientations and policy atti
tudes. The EURELITE project has collected both longitudinal and comparative data and 
has thereby greatly enhanced our understanding of long‐term changes in the patterns of 
political recruitment over the past 150 years, especially the impact of gradual democrati
zation in the European countries around the turn of the (p. 925) twentieth century and the 
effects of the more recent transitions from industrial to post‐industrial society.

Several studies on political representation, comparing parliamentary elites and voters, 
have provided information on the degree of attitudinal congruence across political party 
families and countries. To date, however, no one has managed to summarize the bewilder
ing complexity of empirical evidence in this field.

The comparative study of entire national elite formations, finally, is still lagging far be
hind the progress made in other fields of elite research. A couple of studies have provided 
comparative evidence on the elite changes associated with the regime change in the post‐
communist countries (e.g. Szelényi and Szelényi 1995; Higley, Kullberg, and Pakulski 
1996). Comparative and longitudinal elite surveys are especially needed to refute wide
spread criticism that elite studies are of only descriptive value and do not contribute 
much to answering the important theoretical questions associated with elites. Even 
though the descriptive value of such studies should not be underestimated, single cross‐
sectional studies of national elites can only provide small mosaic pieces to the puzzle of 
elite structures and their impact on social and political change that was the fundamental 
question raised by Pareto and Mosca. This unsatisfactory situation can only be overcome 
by systematic comparative research and by giving up the search for an overarching elite 
theory. Instead, it would be more promising if elite research would focus on more limited 
questions such as identifying the determinants of elite integration or on studying the im
pact of regime change on elite circulation as well as elite strategies for dealing with po
tentially divisive issue conflicts. Among the independent variables, prime emphasis 
should be given to the institutional determinants of patterns of elite interaction and their 
contribution to moderating conflict between different elite subgroups.
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